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1. Prelude

1.1. Some set-theoretical and categorical preliminaries. Throughout this text, we
adopt Bernays-Gödel’s axiomatic system for set theory, augmented with the axiom of global
choice ([13, §1.5.1]). We denote the cardinality of any set 𝑆 by :

|𝑆 |.

Definition 1.1.1. Let 𝜅 be a cardinal.
(i) We denote by 𝜅+ the successor cardinal of 𝜅, i.e. the smallest cardinal > 𝜅.
(ii) We say that 𝜅 is regular, if 𝜅 is infinite and for every family (𝑆𝑖 | 𝑖 ∈ 𝐼 ) of subsets of

𝜅 with |𝑆𝑖 | < 𝜅 for every 𝑖 ∈ 𝐼 and with |𝐼 | < 𝜅, we have |⋃𝑖∈𝐼 𝑆𝑖 | < 𝜅.

Example 1.1.2. (i) The smallest infinite cardinal ℵ0 (i.e. the set N of natural numbers)
is clearly regular.

(ii) If 𝜅 ≥ ℵ0, then 𝜅+ is regular. Indeed, let (𝑆𝑖 | 𝑖 ∈ 𝐼 ) be a family of subsets of 𝜅+ with
|𝑆𝑖 | ≤ 𝜅 for every 𝑖 ∈ 𝐼 and with |𝐼 | ≤ 𝜅; then |⋃𝑖∈𝐼 𝑆𝑖 | ≤ 𝜅2 = 𝜅.
(iii) Define inductively ℵ𝑖+1 := ℵ+𝑖 for every 𝑖 ∈ N; then ℵ𝜔 :=

⋃
𝑖∈N ℵ𝑖 is not regular,

since |N| < ℵ𝜔 and |ℵ𝑖 | = ℵ𝑖 < ℵ𝜔 for every 𝑖 ∈ N.
(iv) A cardinal is said to be weakly inaccessible, if it is regular and it is neither ℵ0,

nor a successor cardinal. The existence of such large cardinals is unprovable within our
set-theoretic framework.

1.1.3. Recall that a relation between two classes 𝑋,𝑌 is a subclass of 𝑋 × 𝑌 . Especially,
a map 𝑓 : 𝑋 → 𝑌 from 𝑋 to 𝑌 is a relation Γ𝑓 ⊂ 𝑋 × 𝑌 such that for every 𝑥 ∈ 𝑋 there
exists a unique 𝑦 ∈ 𝑌 with (𝑥,𝑦) ∈ Γ𝑓 , and as usual one writes 𝑦 = 𝑓 (𝑥) for this element.
Thus, we encode relations and maps between classes by their graphs. Hence, if 𝑋 is a set,
then every map 𝑓 : 𝑋 → 𝑌 is a set as well.

Example 1.1.4. Let 𝑋 be a class, and R ⊂ 𝑋 × 𝑋 a relation on 𝑋 . Then there exists
a smallest equivalence relation R containing R. Indeed, let first R′ := R ∪ Δ𝑋 , where
Δ𝑋 := {(𝑥, 𝑥) | 𝑥 ∈ 𝑋 } is the diagonal of 𝑋 × 𝑋 . Then we let R ⊂ 𝑋 × 𝑋 be the subclass
of all pairs (𝑥, 𝑥 ′) ∈ 𝑋 ×𝑋 such that there exists 𝑘 ∈ N \ {0} and a sequence 𝑥0, . . . , 𝑥𝑘 of
elements of 𝑋 with 𝑥0 = 𝑥 , 𝑥𝑘 = 𝑥 ′, and such that either (𝑥𝑖 , 𝑥𝑖+1) ∈ R′ or (𝑥𝑖+1, 𝑥𝑖 ) ∈ R′

for every 𝑖 = 0, . . . , 𝑘 − 1. It is easily seen that R is an equivalence relation on 𝑋 , and
obviously every equivalence relation on 𝑋 containing R must also contain R. We call R
the equivalence relation on 𝑋 generated by R.

• The disjoint union and the (cartesian) product of a family of sets (𝑋𝑖 | 𝑖 ∈ 𝐼 ) indexed
by a set 𝐼 shall be denoted respectively :⊔

𝑖∈𝐼
𝑋𝑖 :=

⋃
𝑖∈𝐼
{𝑖} × 𝑋𝑖 and

l

𝑖∈𝐼
𝑋𝑖 .

We will discuss in §1.2 the extension of these operations to arbitrary classes; for now, we
only define the disjoint union of any two given classes 𝑋0 and 𝑋1 : namely

𝑋0 ⊔ 𝑋1 := ({0} × 𝑋0) ∪ ({1} × 𝑋1).

Moreover, the pair (𝑋0, 𝑋1) is the map𝑋0⊔𝑋1 → {0, 1} that sends {𝑖}×𝑋𝑖 to 𝑖 , for 𝑖 = 0, 1.
• For every pair of maps between classes 𝑓 : 𝑋 → 𝑌 , 𝑔 : 𝑋 ′ → 𝑌 we let

𝑋 ×(𝑓 ,𝑔) 𝑋 ′ := {(𝑥, 𝑥 ′) ∈ 𝑋 × 𝑋 ′ | 𝑓 (𝑥) = 𝑔(𝑥 ′)}



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 5

and we call this class the fibre product of 𝑋 and 𝑋 ′ over 𝑓 and 𝑔 (or simply over 𝑌 ); often
the same class is just denoted by 𝑋 ×𝑌 𝑋 ′, unless the notation gives rise to ambiguities.

1.1.5. Let A be any category; for every pair (𝑋,𝑌 ) of objects of A , we shall write

A (𝑋,𝑌 )
for the set of morphisms 𝑋 → 𝑌 in A . The identity of an object 𝑋 will be denoted:

1𝑋 .

We shall denote the classes of objects and of morphisms of A respectively by :

Ob(A ) and Mor(A ) :=
⊔

(𝑋,𝑌 ) ∈Ob(A )2
A (𝑋,𝑌 ).

We have obvious source and target maps :

Ob(A ) 𝑠←− Mor(A ) 𝑡−→ Ob(A ) 𝑋 ←p ((𝑋,𝑌 ), 𝑓 : 𝑋 → 𝑌 ) ↦→ 𝑌 .

• The opposite category of A will be denoted :

A op

and for every morphism 𝑓 : 𝑋 → 𝑌 of A , we shall sometimes write 𝑓 op : 𝑌 op → 𝑋 op (or
𝑓 op : 𝑌 → 𝑋 ) to denote 𝑓 , regarded as a morphism of A op. Likewise, we write:

F op := {𝑓 op | 𝑓 ∈ F } for every subclass F ⊂ Mor(C ).
With this notation, every functor 𝐹 : A → B induces a functor :

𝐹 op : A op → Bop 𝐴op ↦→ (𝐹𝐴)op 𝑓 op ↦→ (𝐹 𝑓 )op

and every natural transformation 𝜏• : 𝐹 ⇒ 𝐺 induces a natural transformation :

𝜏
op
• : 𝐺op ⇒ 𝐹 op 𝐴 ↦→ (𝜏op

𝐴
: (𝐺𝐴)op → (𝐹𝐴)op).

• Let 𝐹,𝐺, 𝐻 : A → B be three functors, and consider two natural transformations
𝜏• : 𝐹 ⇒ 𝐺 and 𝜂• : 𝐺 ⇒ 𝐻 ; then the composition of 𝜏• and 𝜂• is the natural transforma-
tion (see [13, Rem.1.127(ii)]) :

𝜂• ◦ 𝜏• : 𝐹 ⇒ 𝐻 𝐴 ↦→ 𝜂𝐴 ◦ 𝜏𝐴 .

Also, we associate with every pair of natural transformations :

A

𝐹
((

𝐺

66�� 𝜔• A ′
𝐹 ′
))

𝐺 ′
55�� 𝜔

′
• A ′′

the Godement product of 𝜔• and 𝜔 ′•, defined as the natural transformation :

𝜔 ′• ★𝜔• : 𝐹
′ ◦ 𝐹 ⇒ 𝐺 ′ ◦𝐺 𝐴 ↦→ 𝜔 ′𝐺𝐴 ◦ 𝐹 ′ (𝜔𝐴)

(see [13, Exerc.1.129]). For 𝜔• = 1𝐹 (resp. for 𝜔 ′• = 1𝐹 ′ ), we usually write 𝜔 ′• ★ 𝐹 (resp.
𝐹 ′ ★𝜔•) in lieu of 𝜔 ′• ★ 1𝐹 (resp. in lieu of 1𝐹 ′ ★𝜔•); hence :

(𝜔 ′• ★ 𝐹 )𝐴 = 𝜔 ′𝐹𝐴 and (𝐹 ′ ★𝜔•)𝐴 = 𝐹 ′ (𝜔𝐴) ∀𝐴 ∈ Ob(A ).
• For a pair (𝜏•, 𝑓 ) consisting of a natural transformation 𝜏• : 𝐹 ⇒ 𝐺 between functors

𝐹,𝐺 : A → B, and 𝑓 ∈ A (𝑋,𝑌 ), we shall also use the notation :

𝜏• ⊗ 𝑋 := 𝜏𝑋 𝜏• ⊗ 𝑓 := 𝜏𝑌 ◦ 𝐹 𝑓 = 𝐺𝑓 ◦ 𝜏𝑋 : 𝐹𝑋 → 𝐺𝑌 .
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Notice that for every composable pair of natural transformations 𝐹
𝜏•⇒ 𝐺

𝜂•⇒ 𝐻 and every

composable pair of morphisms 𝑋
𝑓
−→ 𝑌

𝑔
−→ 𝑍 of A , we have the identity :

(𝜂• ◦ 𝜏•) ⊗ (𝑔 ◦ 𝑓 ) = (𝜂• ⊗ 𝑔) ◦ (𝜏• ⊗ 𝑓 ).

Definition 1.1.6. (i) We say that the category A is small (resp. finite) if Ob(A ) and
Mor(A ) are sets (resp. are finite sets).

(ii) If |Mor(A ) | ≤ 𝜅 for a cardinal 𝜅, we say that A is 𝜅-small.
(iii) We say thatA is connected, if Ob(A ) ≠ ∅, and every pair of objects𝐴, 𝐵 ∈ Ob(A )

can be joined by a finite chain of morphisms of A :

𝐴→ 𝐶1 ← 𝐶2 → · · · ← 𝐶𝑘 → 𝐵.

(iv) We say that A is directed, if for every 𝐴, 𝐵 ∈ Ob(C ) there exists 𝐶 ∈ Ob(A ) with
morphisms 𝐴→ 𝐶 ← 𝐵. We say that A is codirected, if A op is directed.

(v) We say thatA is filtered, ifA is directed, Ob(A ) ≠ ∅, and for every𝐴, 𝐵 ∈ Ob(A )
and 𝑓 , 𝑔 ∈ A (𝐴, 𝐵) there exists𝐶 ∈ Ob(A ) and ℎ ∈ C (𝐵,𝐶) that coequalizes 𝑓 and 𝑔, i.e.
ℎ ◦ 𝑓 = ℎ ◦ 𝑔. We say that A is cofiltered, if A op is filtered.
(vi) We say that A is discrete, if A (𝑋,𝑌 ) = ∅ for every pair (𝑋,𝑌 ) of distinct objects

of A , and A (𝑋,𝑋 ) = {1𝑋 } for every 𝑋 ∈ Ob(A ).

Remark 1.1.7. Notice that the category A is 𝜅-small, for a given infinite cardinal 𝜅, if and
only if we have both |Ob(A ) | ≤ 𝜅 and |A (𝐴, 𝐵) | ≤ 𝜅 for every 𝐴, 𝐵 ∈ Ob(A ).

1.1.8. Limits and colimits. Let 𝐴 ∈ Ob(A ); for every category 𝐼 , we shall denote

𝑐𝐴 : 𝐼 → A

the constant functor with value 𝐴, i.e. the functor such that 𝑐𝐴 (𝑖) := 𝐴 for every 𝑖 ∈ Ob(𝐼 )
and 𝑐𝐴 (𝜙) := 1𝐴 for every morphism 𝜙 of 𝐼 . Every morphism 𝑓 : 𝐴 → 𝐵 induces an
obvious constant natural transformation

𝑐 𝑓 : 𝑐𝐴 ⇒ 𝑐𝐵 𝑖 ↦→ 𝑓 .

• Let 𝐹 : 𝐼 → A be any other functor; a cone with basis 𝐹 and vertex 𝐴 is a natural
transformation 𝑐𝐴 ⇒ 𝐹 . Dually a co-cone with basis 𝐹 and vertex 𝐴 is a cone 𝑐𝐴op ⇒ 𝐹 op,
i.e. a natural transformation 𝐹 ⇒ 𝑐𝐴. We say that a cone 𝜏• : 𝑐𝐴 ⇒ 𝐹 is universal, if for
every other cone 𝜂• : 𝑐𝑋 ⇒ 𝐹 there exists a unique morphism 𝑓 : 𝑋 → 𝐴 of A such that

𝜂• = 𝜏• ◦ 𝑐 𝑓
and in this case we say that 𝐴 represents the limit of 𝐹 in A . Likewise, a co-cone 𝜏• :
𝐹 ⇒ 𝑐𝐴 is universal if 𝜏op• : 𝑐𝐴op ⇒ 𝐹 op is a universal cone, i.e. if for every other co-
cone 𝜂• : 𝐹 ⇒ 𝑐𝑋 there exists a unique 𝑓 ∈ A (𝐴,𝑋 ) such that 𝜂• = 𝑐 𝑓 ◦ 𝜏•; in which
case, we say that 𝐴 represents the colimit of 𝐹 in A (see [13, §2.2]). The limit (resp. the
colimit) of 𝐹 is not necessarily representable inA , but if it is, then clearly the object ofA
representing the limit (resp. the colimit) of 𝐹 is determined up to isomorphism; we shall
use the standard notation :

lim
𝐼
𝐹 and colim

𝐼
𝐹

to signify given choices of representing objects for the limit and colimit of 𝐹 .
• Consider a sequence of functors :

𝐽
𝜙
−→ 𝐼

𝐹−→ A
𝐻−→ B
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such that the limits of 𝐹 and of 𝐻𝐹𝜙 are representable in A and respectively B, and
choose universal cones 𝜏• : 𝑐lim𝐼 𝐹 ⇒ 𝐹 and 𝜂• : 𝑐lim𝐽 𝐻𝐹𝜙 ⇒ 𝐻𝐹𝜙 ; then there exists a
unique morphism of B

lim
𝜙
𝐻 : 𝐻 (lim

𝐼
𝐹 ) → lim

𝐽
𝐻𝐹𝜙 such that 𝜂• ◦ 𝑐lim𝜙 𝐻 = 𝐻 ★ 𝜏• ★𝜙.

In other words, this is the unique morphism that makes commute the diagrams :

𝐻 (lim𝐼 𝐹 )
lim𝜙 𝐻 //

𝐻 (𝜏𝜙 𝑗 ) ''

lim𝐽 𝐻𝐹𝜙

𝜂 𝑗xx
𝐻𝐹𝜙 ( 𝑗)

∀𝑗 ∈ Ob(𝐽 ).

Dually, if the colimits of 𝐹 and of 𝐻𝐹𝜙 are representable, then for any given choice of
universal co-cones 𝜏 ′• : 𝐹 ⇒ 𝑐colim𝐼 𝐹 and 𝜂′• : 𝐻𝐹𝜙 ⇒ 𝑐colim𝐽 𝐻𝐹𝜙 , we have a unique
morphism

colim
𝜙

𝐻 : colim
𝐽

𝐻𝐹𝜙 → 𝐻 (colim
𝐼

𝐹 ) such that 𝑐colim𝜙 𝐻 ◦ 𝜂′• = 𝐻 ★ 𝜏 ′• ★𝜙.

As usual, lim𝜙 𝐻 (resp. colim𝜙 𝐻 ) depends on the choice of universal cones (resp. of
universal co-cones), but its categorical properties are intrinsic.
• For any category 𝐼 , we say that A is 𝐼 -complete (resp. 𝐼 -cocomplete) if the limit

(resp. the colimit) of every functor 𝐼 → A is representable in A . Moreover, we say
that A is complete (resp. cocomplete) if A is 𝐼 -complete (resp. 𝐼 -cocomplete) for every
small category 𝐼 ; we shall say that A is finitely complete (resp. finitely cocomplete) if A
is 𝐼 -complete (resp. 𝐼 -cocomplete) for every finite category 𝐼 .

Example 1.1.9. (i) We denote by :

Set and Cat

respectively the category of sets and the category of small categories; the morphisms of
Set (resp. of Cat) are the maps of sets (resp. the functors between small categories) with
the natural composition law. We have an obvious functor :

Ob : Cat→ Set C ↦→ Ob(C )

sending every functor 𝐹 : C → C ′ to the underlying map Ob(C ) → Ob(C ′) : 𝑋 ↦→ 𝐹𝑋

for every 𝑋 ∈ Ob(C ). The category Set is complete and cocomplete ([13, Prob.2.51(i)]);
we shall show later that the same holds for the category Cat (proposition 1.10.4).

(ii) Recall that to every class Λ we can naturally attach the discrete category CΛ with
Ob(CΛ) = Λ (see [13, Exemp.1.114(vi,vii)]), and the data of Λ and CΛ are essentially
equivalent; especially, we have a fully faithful functor :

dis : Set→ Cat Λ ↦→ CΛ .

So, we won’t usually distinguish between a class and its associated category.
(iii) For every class Λ, the limit (resp. the colimit) of a functor 𝐹 : CΛ → A (also

denoted 𝐹 : Λ→ A ) is called the product (resp. the coproduct) of the family (𝐹𝜆 | 𝜆 ∈ Λ)
of objects of A , and if it is representable in A , any choice of representative is denoted :

l

𝜆∈Λ
𝐹𝜆 (resp.

⊔
𝜆∈Λ

𝐹𝜆).
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If Λ is a finite set of cardinality 𝑛, the datum of a functor Λ → A amounts to that of
a sequence 𝐴• := (𝐴1, . . . , 𝐴𝑛) of 𝑛 objects of A , and any representative in A for the
product of 𝐴• is denoted as usual by 𝐴1 × · · · ×𝐴𝑛 .

Definition 1.1.10. Let 𝐼 be a category, and 𝜙 : 𝐼 → A , 𝐹 : A → B two functors.
(i) We say that 𝐹 preserves the limit of 𝜙 , if there exists a universal cone 𝜏• : 𝑐𝐿 ⇒ 𝜙

such that 𝐹 ★𝜏• : 𝑐𝐹𝐿 ⇒ 𝐹 ◦𝜙 is universal. We say that 𝐹 preserves 𝐼 -limits, if it preserves
the limit of all functors 𝐼 → A (so, A is 𝐼 -complete in this case). We say that 𝐹 preserves
small (resp. connected, resp. cofiltered) limits, if it preserves 𝐼 -limits, for every small (resp.
connected, resp. cofiltered) category 𝐼 .
(ii) We say that 𝐹 preserves the colimit of 𝜙 , if 𝐹 op preserves the limit of 𝜙op. We

say that 𝐹 preserves 𝐼 -colimits, if 𝐹 op preserves 𝐼op-limits. We say that 𝐹 preserves small
(resp. connected, resp. filtered) colimits, if it preserves 𝐼 -colimits, for every small (resp.
connected, resp. filtered) category 𝐼 .
(iii) We say that 𝐹 reflects the limit of 𝜙 , if for every non-universal cone 𝜏• : 𝑐𝐿 ⇒ 𝜙 ,

the cone 𝐹 ★𝜏• : 𝑐𝐹𝐿 ⇒ 𝐹 ◦𝜙 is non-universal. We say that 𝐹 reflects 𝐼 -limits, if it reflects
the limit of every functor 𝐼 → A . We say that 𝐹 reflects the colimit of 𝜙 (resp. 𝐼 -colimits)
if 𝐹 op reflects the limit of 𝜙op (resp. 𝐼op-limits). We say that 𝐹 reflects small (resp. finite,
resp. connected, resp. cofiltered) limits, if it preserves 𝐼 -limits, for every small (resp. finite,
resp. cofiltered) category 𝐼 . We say that 𝐹 reflects small (resp. finite, resp. connected, resp.
filtered) colimits, if 𝐹 op reflects small (resp. finite, resp. connected, resp. cofiltered) limits.
(iv) We say that 𝐹 is left (resp. right) exact, if it preserves finite limits (resp. finite

colimits). We say that 𝐹 is exact, if it is both left and right exact.
(v) Let 𝑷 (𝑓 ) be a property of morphisms such as e.g. “𝑓 is a monomorphism” or “𝑓 is

an epimorphism”. We say that 𝐹 preserves (resp. reflects) 𝑷 , if for every morphism 𝑓 of A
we have : 𝑷 (𝑓 ) ⇒ 𝑷 (𝐹 𝑓 ) (resp. 𝑷 (𝐹 𝑓 ) ⇒ 𝑷 (𝑓 )).

Remark 1.1.11. (i) Clearly A is 𝐼 -complete ⇔ A op is 𝐼op-cocomplete. Likewise A is
complete (resp. finitely complete)⇔A op is cocomplete (resp. finitely cocomplete). Also,
a functor 𝐹 preserves (resp. reflects) the limit of a functor 𝜙 ⇔ 𝐹 op preserves (resp. re-
flects) the colimit of 𝜙op. Hence, 𝐹 preserves (resp. reflects) 𝐼 -limits ⇔ 𝐹 op preserves
(resp. reflects) 𝐼op-colimits, and 𝐹 is left exact⇔ 𝐹 op is right exact.

(ii) The limit (resp. colimit) of the empty functor ∅→ A is represented by any final
(resp. initial) object of A , when such an object exists. Recall that an object𝐴 ∈ Ob(A ) is
final (resp. initial) in A if for every 𝑋 ∈ Ob(A ) there exists a unique morphism 𝑋 → 𝐴

(resp. 𝐴→ 𝑋 ) (see [13, Rem.2.27]).
(iii) Every faithful functor 𝐹 reflects both monomorphisms and epimorphisms. If the

functor 𝐹 preserves fibre products, then it preserves monomorphisms. Dually, if 𝐹 pre-
serves amalgamated sums, then it preserves epimorphisms : see [13, Exerc.2.66(ii,iv)].
Trivially, every functor preserves isomorphisms; we say that 𝐹 is conservative, if it re-
flects isomorphisms.
(iv) If 𝐹 is conservative and preserves fibre products, then 𝐹 both preserves and reflects

monomorphisms. Indeed, let 𝑓 ∈ A (𝐴,𝐴′) and Δ𝐴/𝐴′ : 𝐴 → 𝐴 ×𝐴′ 𝐴 the diagonal mor-
phism of 𝑓 ; since 𝐹 preserves fibre products, 𝐹 (Δ𝐴/𝐴′ ) is the diagonal morphism of 𝐹 𝑓 , and
the latter is an isomorphism if and only if 𝐹 𝑓 is a monomorphism ([13, Exerc.2.66(i)]). But
since 𝐹 is conservative, 𝐹 (Δ𝐴/𝐴′ ) is an isomorphism if and only if the same holds forΔ𝐴/𝐴′ ,
and again the latter holds if and only if 𝑓 is a monomorphism. Dually, if 𝐹 is conservative
and preserves amalgamated sums, then 𝐹 both preserves and reflects epimorphisms.
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Definition 1.1.12. Let A be a category, and 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 two morphisms of A ; notice
that the equalizer Equal(𝑓 , 𝑔) → 𝑋 of 𝑓 and 𝑔 is a monomorphism, and the coequal-
izer 𝑌 → Coequal(𝑓 , 𝑔) is an epimorphism. We say that a morphism of A is a regular
monomorphism (resp. a regular epimorphism), if it is the equalizer (resp. the coequalizer)
of a pair of morphisms of A .

Remark 1.1.13. (i) Clearly 𝑖 : 𝑋 ′ → 𝑋 is a regular monomorphism in A if and only if
𝑖op : 𝑋 op → 𝑋 ′op is a regular epimorphism in A op. Also, every functor A → B that
preserves equalizers (resp. coequalizers), also preserves regular monomorphisms (resp.
regular epimorphisms).

(ii) Let 𝑖 : 𝑋 ′ → 𝑋 be a monomorphism of A , and suppose that the amalgamated sum
𝑋 ⊔𝑋 ′ 𝑋 is representable. Then 𝑖 is regular if and only if it represents the equalizer of the
two natural morphisms 𝑒1, 𝑒2 : 𝑋 ⇒ 𝑋⊔𝑋 ′𝑋 . Indeed, the condition is obviously sufficient.
Conversely, suppose that 𝑖 represents the equalizer of a pair of morphisms 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 ,
and let ℎ : 𝑍 → 𝑋 be a morphism of A such that 𝑒1 ◦ ℎ = 𝑒2 ◦ ℎ; we have 𝑒1 ◦ 𝑖 = 𝑒2 ◦ 𝑖 ,
and since 𝑓 ◦ 𝑖 = 𝑔 ◦ 𝑖 , we have moreover a unique morphism 𝑘 : 𝑋 ⊔𝑋 ′ 𝑋 → 𝑌 such that
𝑓 = 𝑘 ◦ 𝑒1 and 𝑔 = 𝑘 ◦ 𝑒2. Therefore :

𝑓 ◦ ℎ = 𝑘 ◦ 𝑒1 ◦ ℎ = 𝑘 ◦ 𝑒2 ◦ ℎ = 𝑔 ◦ ℎ
so ℎ = ℎ′ ◦ 𝑖 for a unique ℎ′ ∈ A (𝑍,𝑋 ′), and thus, 𝑖 is the equalizer of 𝑒1 and 𝑒2.
(iii) Dually, if 𝑝 : 𝑌 → 𝑌 ′ is a an epimorphism of A , and if the fibre product 𝑌 ×𝑌 ′ 𝑌

is representable in A , then 𝑝 is regular if and only if it represents the coequalizer of the
two natural projections 𝑌 ×𝑌 ′ 𝑌 ⇒ 𝑌 .

Example 1.1.14. (i) It is easily seen that every monomorphism and every epimorphism
of the category Set is regular : the details are left to the reader.

(ii) Let (𝑆𝑖 | 𝑖 ∈ 𝐼 ) be a family of subsets of a given set 𝑆 ; by (i), the epimorphism
𝑇 ′ :=

⊔
𝑖∈𝐼 𝑆𝑖 → 𝑇 :=

⋃
𝑖∈𝐼 𝑆𝑖 is regular, and notice that 𝑇 ′ ×𝑇 𝑇 ′ is represented by the set⊔

(𝑖, 𝑗 ) ∈𝐼 2 𝑆𝑖 ∩ 𝑆 𝑗 ; we then get a diagram :

(∗) ⊔
(𝑖, 𝑗 ) ∈𝐼 2 𝑆𝑖 ∩ 𝑆 𝑗

𝑗1 //
𝑗2
//
⊔
𝑖∈𝐼 𝑆𝑖

𝑝 // 𝑆

where 𝑝 is the map whose restriction to 𝑆𝑖 is the inclusion 𝑆𝑖 → 𝑆 for every 𝑖 ∈ 𝐼 , and
𝑗1 (resp. 𝑗2) is the map whose restriction to 𝑆𝑖 ∩ 𝑆 𝑗 is the inclusion 𝑆𝑖 ∩ 𝑆 𝑗 → 𝑆𝑖 (resp.
𝑆𝑖 ∩ 𝑆 𝑗 → 𝑆 𝑗 ) for every (𝑖, 𝑗) ∈ 𝐼 2. With this notation, remark 1.1.13(iii) implies that
(∗) is exact, i.e. identifies the image of 𝑝 with the coequalizer in Set of the pair of maps
( 𝑗1, 𝑗2). This boils down to the obvious assertion that for every set 𝑋 , the datum of a map
𝑓 :

⋃
𝑖∈𝐼 𝑆𝑖 → 𝑋 is equivalent to that of a family of maps (𝑓𝑖 : 𝑆𝑖 → 𝑋 | 𝑖 ∈ 𝐼 ) such that

𝑓𝑖 |𝑆𝑖∩𝑆 𝑗 = 𝑓𝑗 |𝑆𝑖∩𝑆 𝑗 for every (𝑖, 𝑗) ∈ 𝐼 2.
(iii) In the situation of (ii), set 𝐽 := {(𝑖, 𝑗) ∈ 𝐼 2 | 𝑖 ≠ 𝑗}; clearly the exactness of (∗) holds

as well if we replace𝑇 ′ ×𝑇 𝑇 ′ by its subset
⊔
(𝑖, 𝑗 ) ∈ 𝐽 𝑆𝑖 ∩ 𝑆 𝑗 . Moreover, if we endow 𝐼 with

an arbitrary total ordering, we may also replace 𝐽 by its subset 𝐽 ′ := {(𝑖, 𝑗) ∈ 𝐼 2 | 𝑖 < 𝑗}
and still get an exact diagram (∗).

1.2. Families of classes and of categories. We shall deal often with families of objects
of various kind. A family of sets

(𝑆𝑖 | 𝑖 ∈ 𝐼 )
indexed by a set or a class 𝐼 can be defined as a map 𝑆• : 𝐼 → Ob(Set), or equivalently, a
functor 𝑆• : 𝐼 → Set, where, as usual, we identify 𝐼 with its associated discrete category.
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However, clearly families of proper classes cannot be defined in this manner, not even
when 𝐼 ≠ ∅ is a finite set. Instead, we define a family of classes 𝐶• := (𝐶𝑖 | 𝑖 ∈ 𝐼 ) indexed
by a class 𝐼 as a pair (𝐶, 𝑝) of a class 𝐶 and a map

𝑝 : 𝐶 → 𝐼 .

For every 𝑖 ∈ 𝐼 , the 𝑖-th member 𝐶𝑖 of the family (𝐶, 𝑝) is just the fibre 𝐶𝑖 := 𝑝−1 (𝑖).
Likewise, a family of maps 𝑓• : 𝐶• → 𝐷• between two given families of classes 𝐶• :=
(𝐶, 𝑝 : 𝐶 → 𝐼 ) and 𝐷• := (𝐷,𝑞 : 𝐷 → 𝐽 ) is the datum of a pair of maps

𝑓 : 𝐶 → 𝐷 𝜙 : 𝐼 → 𝐽 with 𝑞 ◦ 𝑓 = 𝜙 ◦ 𝑝.
Hence, for every 𝑖 ∈ 𝐼 , the map 𝑓 yields by restriction a map of classes 𝑓𝑖 : 𝐶𝑖 → 𝐷𝜙 (𝑖 ) .
• If each member𝐶𝑖 is a set, this definition is equivalent to the previously considered

notion : namely, to such (𝐶, 𝑝) we may attach the functor 𝐶• : 𝐼 → Set given by the
rule : 𝑖 ↦→ 𝐶𝑖 , and conversely, to every functor 𝑆• : 𝐼 → Set we may attach the pair
(𝑆, 𝑝𝑆 ) with 𝑆 :=

⊔
𝑖∈𝐼 𝑆𝑖 , with its obvious projection 𝑝𝑆 : 𝑆 → 𝐼 . These two constructions

are mutually inverse to each other, up to canonical bijections of classes and canonical
isomorphisms of functors.
• Every such family (𝐶, 𝑝) admits a tautological disjoint union, namely⊔

𝑖∈𝐼
𝐶𝑖 := 𝐶

and if 𝐼 is a set, the class of all sections of 𝑝 yields a product
l

𝑖∈𝐼
𝐶𝑖 := {𝑠 : 𝐼 → 𝐶 | 𝑝 ◦ 𝑠 = 1𝐼 }.

Even though there is no category of classes, these constructions enjoy the universal prop-
erties of categorical sums and products : namely, we have a canonical family of maps
( 𝑗𝑖 : 𝐶𝑖 →

⊔
𝑖∈𝐼 𝐶𝑖 | 𝑖 ∈ 𝐼 ) such that for every class 𝑋 and every family of maps (𝑓𝑖 :

𝐶𝑖 → 𝑋 | 𝑖 ∈ 𝐼 ) there exists a unique map 𝑓 :
⊔
𝑖∈𝐼 𝐶𝑖 → 𝑋 with 𝑓 ◦ 𝑗𝑖 = 𝑓𝑖 for every 𝑖 ∈ 𝐼 .

However, these families of maps must themselves be taken in the foregoing sense : so we
consider the constant families (𝐶,𝑢 : 𝐶 → {∅}), (𝑋, 𝑣 : 𝑋 → {∅}), and 𝑗• and 𝑓• are
regarded as the pairs

𝑗• := (1𝐶 , 𝜙) : (𝐶, 𝑝) → (𝐶,𝑢) 𝑓• := (𝑓 , 𝜙) : (𝐶, 𝑝) → (𝑋, 𝑣)
where 𝜙 is the unique map 𝜙 : 𝐼 → {∅}, and 𝑓 is a given map𝐶 → 𝑋 . Then the universal
property for

⊔
𝑖∈𝐼 𝐶𝑖 , actually comes down to the trivial identity 𝑣 ◦ 𝑓 = 𝑢.

• Likewise, if 𝐼 is a set, we have a canonical family of maps (𝑝𝑖 :
d
𝑖∈𝐼 𝐶𝑖 → 𝐶𝑖 | 𝑖 ∈ 𝐼 )

such that for every class 𝑋 and every family of maps (𝑔𝑖 : 𝑋 → 𝐶𝑖 | 𝑖 ∈ 𝐼 ) there exists a
unique map 𝑔 : 𝑋 →

d
𝑖∈𝐼 𝐶𝑖 with 𝑝𝑖 ◦ 𝑔 = 𝑔𝑖 for every 𝑖 ∈ 𝐼 . Namely, set 𝑃 :=

d
𝑖∈𝐼 𝐶𝑖 ;

then 𝑝• and 𝑔• are regarded as the pairs

𝑝• := (𝑞, 1𝐼 ) : (𝐼 × 𝑃, 𝜋𝑃 ) → (𝐶, 𝑝) 𝑔• := (ℎ, 1𝐼 ) : (𝐼 × 𝑋, 𝜋𝑋 ) → (𝐶, 𝑝)
where 𝑞 : 𝐼 × 𝑃 → 𝐶 is given by the rule : (𝑖, 𝑠) ↦→ 𝑠 (𝑖) for every (𝑖, 𝑠) ∈ 𝐼 × 𝑃 , and
𝜋𝑃 : 𝐼 × 𝑃 → 𝐼 , 𝜋𝑋 : 𝐼 × 𝑋 → 𝐼 are the projections. Then, the map 𝑔 : 𝑋 → 𝑃 is given by
the rule : 𝑥 ↦→ (𝑖 ↦→ ℎ(𝑖, 𝑥)) for every 𝑥 ∈ 𝑋 and 𝑖 ∈ 𝐼 .

Remark 1.2.1. (i) Let 𝐶 be a class, and R ⊂ 𝐶 × 𝐶 an equivalence relation on 𝐶; we
may associate with R a family of classes : namely, the members of the family are the
R-equivalence classes, indexed by the quotient class 𝐶/R. If 𝐶 is a set, the family corre-
sponding to a given equivalence relation R on𝐶 is the same as the datum of a partition of
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𝐶 , i.e. a subset 𝑃 of the power setP (𝐶) (of all subsets of𝐶) such that∅ ∉ 𝑃 ,𝐶 =
⋃
𝑋 ∈𝑃 𝑋 ,

and 𝑋 ∩ 𝑌 = ∅ for every pair of distinct elements 𝑋,𝑌 of 𝑃 . Indeed, to R one attaches
the partition whose elements are the R-equivalence classes, and conversely, every such
partition 𝑃 of 𝐶 defines a unique equivalence relation R𝑃 on 𝐶 such that (𝑥,𝑦) ∈ R𝑃 if
and only if there exists 𝑋 ∈ 𝑃 such that 𝑥,𝑦 ∈ 𝑋 . Then, the quotient 𝐶/R𝑃 is just 𝑃 .

(ii) In particular, if𝐶 is a set, then clearly the class of all quotients of 𝐶 is a subclass of
P (P (𝐶)), and it is therefore a set. On the other hand, if𝐶 is a proper class, then the R-
equivalence classes may be proper classes as well, in which case they cannot correspond
to any partition of𝐶 in the sense of (i). However, a construction due to the logician Dana
Scott still allows us to attach to R a quotient class 𝐶/R and a projection 𝑝 : 𝐶 → 𝐶/R
such that the fibres of 𝑝 are precisely the R-equivalence classes, so that 𝑝 describes again
𝐶 as the disjoint union of the family of its R-equivalence classes : see the discussion of
Scott’s trick in [13, Rem.2.9(ii)].

1.2.2. Wide categories. For some discussions, the usual framework of (large) categories
is still not general enough, since for certain constructions one would like to drop the
condition that the morphisms between pairs of objects are given by sets, and just allow
them to be arbitrary classes. We are thus led to the following definition :

Definition 1.2.3. (i) A wide pair C is the datum of :
• a class Ob(C ), whose elements are called the objects of C
• a family of classes 𝑝 : Mor(C ) → Ob(C ) × Ob(C ) indexed by Ob(C ) × Ob(C ),
whose elements are called the morphisms of C .

For a wide pair (Ob(C ), 𝑝), we let Ob(C ) s←− Mor(C ) t−→ Ob(C ) be the compositions of
𝑝 with the projections Ob(C ) ← Ob(C ) ×Ob(C ) → Ob(C ), so that 𝑝 (𝑓 ) = (s(𝑓 ), t(𝑓 ))
for every morphism 𝑓 of C , and we call s(𝑓 ) and t(𝑓 ) the source and target of 𝑓 . As usual,
we also write 𝑓 : 𝐴→ 𝐵 if the source and target of 𝑓 are 𝐴 and 𝐵, and set

C (𝐴, 𝐵) := 𝑝−1 (𝐴, 𝐵) ∀𝐴, 𝐵 ∈ Ob(C ).
(ii) A wide category C is the datum of a wide pair (Ob(C ), 𝑝) together with :
• a composition law, i.e. a family of maps of classes indexed by Ob(C ) × Ob(C ) :

Mor(C ) ×(t,s) Mor(C ) → Mor(C )
(
𝐴

𝑓
−→ 𝐵, 𝐵

𝑔
−→ 𝐶

)
↦→

(
𝐴

𝑔◦𝑓
−−−→ 𝐶

)
such that (ℎ◦𝑔)◦𝑓 = ℎ◦(𝑔◦𝑓 ) for every sequence of morphisms𝐴

𝑓
−→ 𝐵

𝑔
−→ 𝐶

ℎ−→ 𝐷

• a family of identity morphisms, i.e. a map of classes
Ob(C ) → Mor(C ) 𝐴 ↦→ (1𝐴 : 𝐴→ 𝐴)

such that 1𝐵 ◦ 𝑓 = 𝑓 ◦ 1𝐴 for every morphism 𝑓 : 𝐴→ 𝐵 of C .

Remark 1.2.4. (i) Let C be any wide category. Clearly, if C (𝐴, 𝐵) is a set for every 𝐴, 𝐵 ∈
Ob(C ), then C is the same as a (usual) category. Moreover, most standard categorical
notions, such as monomorphisms, epimorphisms, and isomorphisms extend verbatim to
wide categories. Also, one can define connected, directed, codirected, and filtered wide
categories, just as in definition 1.1.6, as well as the opposite wide category C op, just as
for usual categories. Our terminology is perhaps less than ideal, since every category is
a wide category, but not every wide category is a category.

(ii) We define a functor 𝐹 : C → C ′ between wide categories as a pair of maps
Ob(C ) → Ob(C ′)

Mor(C ) → Mor(C ′)
𝐴 ↦→ 𝐹𝐴

(𝑓 : 𝐴→ 𝐵) ↦→ (𝐹 𝑓 : 𝐹𝐴→ 𝐹𝐵)
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such that 𝐹1𝐴 = 1𝐹𝐴 for every 𝐴 ∈ Ob(C ) and 𝐹 (𝑔 ◦ 𝑓 ) = 𝐹𝑔 ◦ 𝐹 𝑓 for every pair of

morphisms 𝐴
𝑓
−→ 𝐵

𝑔
−→ 𝐶 . So, if C and C ′ are usual categories, 𝐹 is an ordinary functor.

Clearly, functors between wide categories can be composed just as ordinary functors
between usual categories; also, every functor 𝐹 of wide categories induces an opposite
functor 𝐹 op : C op → C ′op, just as for usual categories.
(iii) Likewise, a natural transformation 𝜏• : 𝐹 ⇒ 𝐺 of two functors 𝐹,𝐺 : C ⇒ C ′

between wide categories, is the datum of a map
Ob(C ) → Mor(C ′) 𝐴 ↦→ (𝜏𝐴 : 𝐹𝐴→ 𝐺𝐴)

such that𝐺𝑓 ◦𝜏𝐴 = 𝜏𝐵 ◦ 𝐹 𝑓 for every morphism 𝑓 : 𝐴→ 𝐵 of C . Clearly, if C and C ′ are
usual categories, 𝜏• is an ordinary natural transformation of ordinary functors. Also,
the composition laws for natural transformations detailed in §1.1.5 extend essentially
verbatim to the context of wide categories, and likewise for the usual definitions of cones
and co-cones : the details shall be left to the reader. Lastly, one can define faithful functors,
full functors, and equivalences of wide categories, just as for usual categories.
(iv) In the same vein as in the foregoing discussion of families of classes, a family of

wide categories (C𝑖 | 𝑖 ∈ 𝐼 ) indexed by a class 𝐼 shall be defined as a pair (C , 𝜋) consisting of
a wide categoryC and a functor 𝜋 : C → 𝐼 fromC to the discrete category 𝐼 . Hence, with
every 𝑖 ∈ 𝐼 one may associate a wide category C𝑖 with Ob(C𝑖 ) := 𝜋−1 (𝑖) and Mor(C𝑖 ) :=
{𝑓 ∈ Mor(C ) | 𝜋 (𝑓 ) = 𝑖}, and with the composition law and identities induced from C ,
in the obvious fashion. Especially, every such family induces the family of classes

(Ob(C𝑖 ) | 𝑖 ∈ 𝐼 ) := (Ob(C ), 𝜋).
If every C𝑖 is a usual (resp. small) category, we say that (C𝑖 | 𝑖 ∈ 𝐼 ) is a family of categories
(resp. of small categories). Then, for given families of wide categories C• := (C , 𝜋) and
C ′• := (C ′, 𝜋 ′) indexed by classes 𝐼 and 𝐼 ′, we define a family of functors 𝐹• : C• → C ′• as
a pair consisting of a functor 𝐹 : C → C ′ and a map 𝜙 : 𝐼 → 𝐼 ′ such that 𝜋 ′ ◦ 𝐹 = 𝜙 ◦ 𝜋 .
Again, any family of wide categories (C , 𝑝) admits a tautological disjoint union :⊔

𝑖∈𝐼
C𝑖 := C

and if 𝐼 is a set, we have as well a product
d
𝑖∈𝐼 C𝑖 whose class of objects is

d
𝑖∈𝐼 Ob(C𝑖 )

and with morphisms :
l

𝑖∈𝐼
C𝑖 (𝑠, 𝑠′) :=

l

𝑖∈𝐼
C𝑖 (𝑠 (𝑖), 𝑠′ (𝑖)) ∀𝑠, 𝑠′ ∈ Ob

(l

𝑖∈𝐼
C𝑖
)
.

The reader is invited to spell out the universal properties of these constructions.

Example 1.2.5. For every wide category C , we let ∼C be the equivalence relation on
Ob(C ) such that 𝑋 ∼C 𝑌 if and only if there exists an isomorphism 𝑋 ∼−→ 𝑌 in C . With
Scott’s trick (remark 1.2.1(ii)), we may form the quotient :

Ob(C ) := Ob(C )/∼C .

Every functor 𝐹 : C → C ′ of wide categories induces a map 𝐹 : Ob(C ) → Ob(C ′),
and we say that 𝐹 is essentially injective (resp. essentially surjective) if 𝐹 is injective (resp.
surjective).

Example 1.2.6. (i) For every wide category C we let ∼C be the relation on Ob(C ) such
that 𝑋 ∼C 𝑌 if and only if there exists 𝑘 ∈ N and a chain of morphisms of C :

𝑋 → 𝑋1 ← 𝑋2 → · · · ← 𝑋𝑘 → 𝑌 .
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It is easily seen that ∼C is an equivalence relation on Ob(C ), and by applying Scott’s
trick (remark 1.2.1(ii)), we can form the quotient map

𝑝C : Ob(C ) → 𝜋0 (C ) := Ob(C )/∼C .

Obviously, for every𝑋,𝑌 ∈ Ob(C ) we haveC (𝑋,𝑌 ) ≠ ∅ if and only 𝑝 (𝑋 ) = 𝑝 (𝑌 ); hence,
we may regard 𝑝C as a functor 𝑝C : C → 𝜋0 (C ), i.e. a family of wide categories

(C𝑖 | 𝑖 ∈ 𝜋0 (C ))
and every fibre C𝑖 is a connected full wide subcategory of C . We call (C𝑖 | 𝑖 ∈ 𝜋0 (C )) the
decomposition of C as the union of its connected components; by remark 1.2.4(iv), we get
a tautological identity :

C =
⊔

𝑖∈𝜋0 (C )
C𝑖 .

(ii) It is easily seen that every functor 𝐹 : B → C induces a unique map

𝜋0 (𝐹 ) : 𝜋0 (B) → 𝜋0 (C ) such that 𝜋0 (𝐹 ) ◦ 𝑝B = 𝑝C ◦ 𝐹 .

(iii) Especially, the rules : C ↦→ 𝜋0 (C ) and (𝐹 : B → C ) ↦→ 𝜋0 (𝐹 ) yield a functor :

𝜋0 : Cat→ Set.

Remark 1.2.7. We have moreover, three adjoint pairs of functors :

𝜋0 : Cat⇄ Set : dis : Set⇄ Cat : Ob : Cat⇄ Set : ch

where dis is the functor of example 1.1.9(ii). Indeed, clearly every functor C → dis(𝑆)
factors through 𝑝C and dis(𝑓 ), for a unique map 𝑓 : 𝜋0 (C ) → 𝑆 ; conversely, any such
𝑓 induces a functor C → dis(𝑆). Hence, the rule : C ↦→ 𝑝C yields the unit for the
first adjunction. Notice that [0] := dis({∅}) is the final object of Cat. The unit for the
second adjunction attaches to every set 𝑆 the identity map 1𝑆 : 𝑆 → 𝑆 = Ob(dis(𝑆)). The
functor ch attaches to every set 𝑆 the chaotic category structure on 𝑆 , defined as the unique
category ch(𝑆) that is equivalent to the final category [0], and whose set of objects is 𝑆 ;
i.e. ch(𝑆) (𝑥,𝑦) := {∅} for every 𝑥,𝑦 ∈ 𝑆 . Notice that the datum of a functor C → ch(𝑆)
is equivalent to that of a map Ob(C ) → 𝑆 , whence the last stated adjunction.

1.2.8. Wide limits and wide colimits. Just as for sets, a family of small categories can also
be defined as a functor from a discrete category 𝐼

C• : 𝐼 → Cat 𝑖 ↦→ C𝑖 .

To such a functor we may attach the family of categories (C , 𝑝) such that Ob(C ) :=⊔
𝑖∈𝐼 Ob(C𝑖 ); we set C ((𝑖, 𝑋 ), (𝑖, 𝑌 )) := C𝑖 (𝑋,𝑌 ) for every 𝑖 ∈ 𝐼 and every 𝑋,𝑌 ∈ Ob(C𝑖 ),

and C ((𝑖, 𝑋 ), ( 𝑗, 𝑌 )) = ∅whenever 𝑖 ≠ 𝑗 , and we endow C with the obvious composition
law, so that the rules : 𝑋 ↦→ (𝑖, 𝑋 ) for every 𝑋 ∈ Ob(C𝑖 ) and 𝑓 ↦→ 𝑓 for every morphism
𝑓 of C𝑖 , yield a functor 𝑗 𝑗 : C𝑖 → C for every 𝑖 ∈ 𝐼 . The functor 𝑝 : C → 𝐼 shall just
be the projection : (𝑖, 𝑋 ) ↦→ 𝑖 for every (𝑖, 𝑋 ) ∈ Ob(C ). If C is small, it represents the
direct sum in Cat of the family of small categories C•, and 𝑗• := ( 𝑗𝑖 | 𝑖 ∈ 𝐼 ) is a universal
co-cone. This leads to the following definition :

Definition 1.2.9. (i) Let 𝐼 be a category, 𝐹 : 𝐼 → Cat a functor, and C a wide category.
A co-cone with basis 𝐹 and vertex C is a family of functors 𝜏• := (𝜏𝑖 : 𝐹𝑖 → C | 𝑖 ∈ Ob(𝐼 ))
such that 𝐹𝜙 ◦ 𝜏𝑖 = 𝜏𝑖 for every morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 . We say that 𝜏• is a global cone,
if for every wide category B and every cone 𝜂• with basis 𝐹 and vertex B, there exists a
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unique functor𝐺 : B → C such that 𝜂𝑖 = 𝐺 ◦ 𝜏𝑖 for every 𝑖 ∈ Ob(𝐼 ). In this case, we also
say that C represents the wide colimit of 𝐹 .

(ii) Dually, A cone with basis 𝐹 and vertex C is a family of functors 𝜏• := (𝜏𝑖 : C →
𝐹𝑖 | 𝑖 ∈ Ob(𝐼 )) such that 𝜏 𝑗 ◦ 𝐹𝜙 = 𝜏𝑖 for every morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 . We say that 𝜏•
is a global cone, if for every wide category B and every cone 𝜂• with basis 𝐹 and vertex
B, there exists a unique functor𝐺 : C → B such that 𝜂𝑖 = 𝜏𝑖 ◦𝐺 for every 𝑖 ∈ Ob(𝐼 ). In
this case, we also say that C represents the wide limit of 𝐹 .

Lemma 1.2.10. (i) Let C be a wide category, and 𝑆 ⊂ Mor(C ) any subclass. Then there
exists a unique minimal wide subcategory C𝑆 with 𝑆 ⊂ Mor(C𝑆 ).

(ii) If 𝑆 is a set, then C𝑆 is a small category.
(iii) Let (P (C ), ≤) be the class of all subsets of Mor(C ), filtered by inclusion of subsets.

Then C represents the wide colimit of the functor

C• : (P (C ), ≤) → Cat 𝑆 ↦→ C𝑆 .

Proof. (i): Let s, t : Mor(C ) → Ob(C ) the source and target maps (see definition 1.2.3(i)),
and set𝑋 := s(𝑆)∪t(𝑆). Without loss of generality, wemay assume that {1𝐴 |𝐴 ∈ 𝑋 } ⊂ 𝑆 .
For every𝐴, 𝐵 ∈ 𝑋 , define inductively the family of classes (𝐻𝑛 (𝐴, 𝐵) | 𝑛 ∈ N) as follows :

• 𝐻0 (𝐴, 𝐵) := C (𝐴, 𝐵) ∩ 𝑆
• 𝐻𝑛+1 (𝐴, 𝐵) :=

⋃
𝐶∈𝑋 {𝑔 ◦ 𝑓 | 𝑓 ∈ 𝐻𝑛 (𝐴,𝐶), 𝑔 ∈ 𝐻𝑛 (𝐶, 𝐵)} for every 𝑛 ∈ N.

It is easily seen that there exists a uniquewide subcategoryC𝑆 ofC such that Ob(C𝑆 ) := 𝑋
and C𝑆 (𝐴, 𝐵) :=

⋃
𝑛∈N𝐻𝑛 (𝐴, 𝐵) for every 𝐴, 𝐵 ∈ 𝑋 , and clearly C𝑆 will do.

Assertion (ii) follows by direct inspection. To check (iii), it suffices to notice that⋃
𝑆∈P (C ) Ob(C𝑆 ) = Ob(C ) and ⋃

𝑆∈P (C ) Mor(C𝑆 ) = Mor(C ). □

1.2.11. Class-valued functors. Even though there cannot be any category (nor any wide
category) whose objects are all the classes, we can still define a workable replacement
for the would-be functors taking values in the inexistent category of classes. Namely, we
make the following :

Definition 1.2.12. (i) A class-valued functor on a wide category 𝐼 is the datum of :
(a) a family of classes 𝑝 : F → Ob(𝐼 ) indexed by Ob(𝐼 )
(b) a family of maps indexed by Mor(𝐼 ) (notation of §1.1.3 and §1.1.5) :

𝐹 : F ×(𝑝,𝑠 ) Mor(𝐼 ) → F ×(𝑝,𝑡 ) Mor(𝐼 )
whereF×(𝑝,𝑠 )Mor(𝐼 ) is regarded as a family of classes indexed byMor(𝐼 ), via the natural
projection F ×(𝑝,𝑠 ) Mor(𝐼 ) → Mor(𝐼 ), and likewise for F ×(𝑝,𝑡 ) Mor(𝐼 ). We write 𝐹𝑖 :=
𝑝−1 (𝑖) for every 𝑖 ∈ Ob(𝐼 ), and denote by 𝐹𝜙 : 𝐹𝑖 → 𝐹 𝑗 the restriction of 𝐹 to the fibres
over any morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 . The datum (F•; 𝐹 ) must moreover fulfill the usual
identities, i.e. 𝐹1𝑖 = 1𝐹𝑖 for every 𝑖 ∈ Ob(𝐼 ), and 𝐹 (𝜓 ◦ 𝜙) = 𝐹 (𝜓 ) ◦ 𝐹 (𝜙) for every
composable pair of morphisms 𝜙 : 𝑖 → 𝑗 , 𝜓 : 𝑗 → 𝑘 of 𝐼 . Clearly, if each fibre 𝐹𝑖 is a set,
such a datum is equivalent to that of a functor 𝐹 : 𝐼 → Set.

(ii) Let 𝐹,𝐺 be two class-valued functors on 𝐼 . A natural transformation 𝜏• : 𝐹 ⇒ 𝐺 is
the datum of a family of maps (𝜏𝑖 : 𝐹𝐴→ 𝐺𝐴 | 𝑖 ∈ Ob(𝐼 )) such that 𝐺𝜙 ◦ 𝜏𝑖 = 𝜏 𝑗 ◦ 𝐹𝜙 for
every morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 . Likewise, we define cones 𝑐𝑆 ⇒ 𝐹 and co-cones 𝐹 ⇒ 𝑐𝑆 ,
for a given class-valued functor 𝐹 and a given class 𝑆 , just as in §1.1.8.

Example 1.2.13. (i) Let 𝑋,𝑌 be two classes, and 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 two maps; according
to example 1.1.4 and remark 1.2.1(ii) we may form first the smallest equivalence relation
∼ on 𝑌 such that 𝑓 (𝑥) ∼ 𝑔(𝑥) for every 𝑥 ∈ 𝑋 , and then construct the quotient map
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𝑝 : 𝑌 → 𝑄 := 𝑌/∼. If 𝑋 and 𝑌 are sets, (𝑄, 𝑝) represents the coequalizer of 𝑓 and 𝑔 in the
category Set. In case 𝑋 and 𝑌 are proper classes, (𝑄, 𝑝) still enjoys the universal property
of a coequalizer : for every class 𝑍 and every map ℎ : 𝑌 → 𝑍 such that ℎ ◦ 𝑓 = ℎ ◦𝑔, there
exists a unique map 𝑘 : 𝑄 → 𝑍 such that ℎ = 𝑘 ◦ 𝑝 .

(ii) Recall also that for every family of classes (𝐶𝑖 | 𝑖 ∈ 𝐼 ), the (tautological) disjoint
union

⊔
𝑖∈𝐼 𝐶𝑖 enjoys the universal property of a direct sum; then, arguing as in the proof

of [13, Prop.2.40], we may attach more generally to any class-valued functor 𝐹 (on an
arbitrary wide category 𝐼 ), a class 𝐶 and a co-cone 𝜏• := (𝜏𝑖 : 𝐹𝑖 → 𝐶 | 𝑖 ∈ Ob(𝐼 )) (meant
as in definition 1.2.12(ii)) that enjoys the universal property of a universal co-cone : for
every class 𝐷 and every co-cone 𝜂• := (𝜂𝑖 : 𝐹𝑖 → 𝐷 | 𝑖 ∈ Ob(𝐼 )) there exists a unique map
𝑓 : 𝐶 → 𝐷 such that 𝜂𝑖 = 𝑓 ◦ 𝜏𝑖 for every 𝑖 ∈ Ob(𝐼 ) : the details are left to the reader. We
call 𝐶 the global colimit and 𝜏• the global co-cone of 𝐹 .
(iii) If 𝐼 is a filtered wide category, a more explicit construction for the colimit or global

colimit of any class-valued functor 𝐹 on 𝐼 is available; indeed, set

𝑆 :=
⊔

𝑖∈Ob(𝐼 )
𝐹𝑖.

We have an equivalence relation ∼ on 𝑆 such that (𝑖, 𝑥) ∼ (𝑖′, 𝑥 ′) if and only if there

exists 𝑖′′ ∈ Ob(𝐼 ) and morphisms 𝑖
𝜙
−→ 𝑖′′

𝜓
←− 𝑖′ of 𝐼 such that 𝐹𝜙 (𝑥) = 𝐹𝜓 (𝑥 ′) (see [13,

Exerc.2.31(i)]). The quotient class 𝑄 := 𝑆/∼ is well defined as in remark 1.2.1(ii), and for
every 𝑖 ∈ Ob(𝐼 ) we have a map 𝜏𝑖 : 𝐹𝑖 → 𝑄 that assigns with every 𝑥 ∈ 𝐹𝑖 the class
[𝑖, 𝑥] of the pair (𝑖, 𝑥) ∈ 𝑆 . As explained in [13, Exerc.2.31(ii)], if 𝐹 is actually a set-valued
functor on a usual category 𝐼 , and if 𝑄 is a set, then 𝑄 represents the colimit of 𝐹 , and
𝜏• := (𝜏𝑖 | 𝑖 ∈ Ob(𝐼 )) is a universal co-cone 𝐹 ⇒ 𝑐𝑄 ; for a general 𝐹 , the class𝑄 represents
the global colimit of 𝐹 , and the family of maps 𝜏• yields a global co-cone.
(iv) Likewise, to any small category 𝐼 and any class-valued functor 𝐹 on 𝐼 we can

associate a global limit 𝐿 and a global cone 𝜇• := (𝜇𝑖 : 𝐿 → 𝐹𝑖 | 𝑖 ∈ Ob(𝐼 )) : namely, 𝐿 is
the subclass of the product 𝑃 :=

d
𝑖∈Ob(𝐼 ) 𝐹𝑖 (defined as in §1.2) consisting of all coherent

sequences, defined as in [13, Exemp.2.22(i)], and each 𝜇𝑖 is the restriction of the projection
𝑃 → 𝐹𝑖 . The reader is invited to spell out the universal property of (𝐿, 𝜇•).

1.2.14. Powers and copowers. For any category C , any 𝑋 ∈ Ob(C ) and any class 𝑆 , we
denote by

𝑋 (𝑆 ) (resp. 𝑋𝑆 )
the coproduct (resp. the product) in C of the family (𝑋𝑠 | 𝑠 ∈ 𝑆) with 𝑋𝑠 := 𝑋 for every
𝑠 ∈ 𝑆 , i.e. the disjoint union (resp. the product) of copies of 𝑋 indexed by 𝑆 , when such
coproduct (resp. product) is representable in C , in which case we sometimes call it the
𝑆-copower (resp. the 𝑆-power) of 𝑋 . Notice that every map of classes 𝑓 : 𝑆 → 𝑇 induces
well-defined morphisms

𝑋 (𝑓 ) : 𝑋 (𝑆 ) → 𝑋 (𝑇 ) and 𝑋 𝑓 : 𝑋𝑇 → 𝑋𝑆

when 𝑋 (𝑆 ) and 𝑋 (𝑇 ) (resp. 𝑋𝑇 and 𝑋𝑆 ) are representable. Namely, 𝑋 (𝑓 ) and 𝑋 𝑓 are the
unique morphisms of C that make commute the diagrams :

𝑋

𝑗𝑆𝑠 ��

𝑋

𝑗𝑇
𝑓 (𝑠 )
��

𝑋𝑇
𝑋 𝑓 //

𝜋𝑇
𝑓 (𝑠 )
��

𝑋𝑆

𝜋𝑆𝑠
��

𝑋 (𝑆 )
𝑋 (𝑓 ) // 𝑋 (𝑇 ) 𝑋 𝑋

∀𝑠 ∈ 𝑆
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where 𝑗𝑆• := ( 𝑗𝑆𝑠 : 𝑋 → 𝑋 (𝑆 ) | 𝑠 ∈ 𝑆) and 𝑗𝑇• := ( 𝑗𝑇𝑡 : 𝑋 → 𝑋 (𝑇 ) | 𝑡 ∈ 𝑇 ) are chosen
universal co-cones, and likewise, 𝜋𝑆• and 𝜋𝑇• are universal cones. The morphism 𝑋 (𝑓 )

depends on the choice of 𝑗𝑆• and 𝑗𝑇• , but a different choice alters 𝑋 (𝑓 ) by left and right
compositions with isomorphisms of C , so the categorical properties of 𝑋 (𝑓 ) are intrinsic.
The same applies to 𝑋 𝑓 . If 𝑋 (𝑆 ) is representable for every set 𝑆 , then we get a functor

𝑋 (−) : Set→ C 𝑆 ↦→ 𝑋 (𝑆 ) (𝑆
𝑓
−→ 𝑇 ) ↦→ 𝑋 (𝑓 )

and if 𝑋𝑆 is representable for every set 𝑆 , we get a functor

𝑋 − : Setop → C 𝑆 ↦→ 𝑋𝑆 (𝑆
𝑓
−→ 𝑇 ) ↦→ 𝑋 𝑓 .

1.3. Categories of functors. To any small category 𝐼 we attach a category :

Fun(𝐼 ,A ) or sometimes A 𝐼

whose objects are the functors 𝐼 → A (notice that, since 𝐼 is small, every such func-
tor is encoded by a set), and whose morphisms are the natural transformations between
such functors, with the standard composition law explicited in §1.1.5. Notice the natural
isomorphism of categories ([13, Rem.1.127(iv)]) :

Fun(𝐼 ,A )op ∼−→ Fun(𝐼op,A op) 𝐹 ↦→ 𝐹 op (𝜏• : 𝐹 ⇒ 𝐺) ↦→ (𝜏op• : 𝐺op ⇒ 𝐹 op).

• Every functor 𝜙 : 𝐼 → 𝐽 between small categories induces a functor

A 𝜙 : A 𝐽 → A 𝐼 (𝐽 𝐹−→ A ) ↦→ (𝐼
𝐹◦𝜙
−−−→ A ) (𝜏• : 𝐹 ⇒ 𝐺) ↦→ 𝜏• ★𝜙

also denoted Fun(𝜙,A ). Likewise, every functor 𝐻 : A → B induces a functor

Fun(𝐼 , 𝐻 ) = 𝐻 𝐼 : A 𝐼 → B𝐼 (𝐼 𝐹−→ A ) ↦→ 𝐻 ◦ 𝐹 (𝜏• : 𝐹 ⇒ 𝐺) ↦→ 𝐻 ★ 𝜏•.

Example 1.3.1. (i) For every set 𝑆 , we may form the category A 𝑆 (here 𝑆 is regarded as
a discrete category : see example 1.1.9(ii)); if A is small, then A 𝑆 represents the 𝑆-power
of A in Cat (as in §1.2.14), with universal cone given by the system

A 𝑗𝑠 : A 𝑆 → A {𝑠 } ∼−→ A ∀𝑠 ∈ 𝑆

where 𝑗𝑠 : {𝑠} → 𝑆 denotes the inclusion of {𝑠} in 𝑆 , regarded as an inclusion functor of
discrete categories. When A is not small, the system A 𝑗• := (A 𝑗𝑠 : A 𝑆 → A | 𝑠 ∈ 𝑆)
still yields a well-defined family of functors indexed by 𝑆 (in the sense of remark 1.2.4(iv)),
providing a global cone, and A 𝑆 still enjoys the universal property of a categorical power.
Explicitly, the objects of A 𝑆 are the families 𝐴• := (𝐴𝑠 | 𝑠 ∈ 𝑆) of objects of A , and the
morphisms 𝑓• : 𝐴• → 𝐵• are the systems (𝑓𝑠 : 𝐴𝑠 → 𝐵𝑠 | 𝑠 ∈ 𝑆) of morphisms of A ; it
is then easily seen that such a morphism 𝑓• is a monomorphism (resp. an epimorphism,
resp. an isomorphism) if and only if the same holds for 𝑓𝑠 , for every 𝑠 ∈ 𝑆 .

(ii) A functor 𝐹 : 𝐼 → A 𝑆 is the just datum of a family (𝐹𝑠 : 𝐼 → A | 𝑠 ∈ 𝑆) of functors,
and a natural transformation 𝜏• : 𝐹 ⇒ 𝐺 between functors 𝐹,𝐺 : 𝐼 ⇒ A 𝑆 is just a family
of natural transformations (𝜏𝑠• : 𝐹𝑠 ⇒ 𝐺𝑠 | 𝑠 ∈ 𝑆). Especially, for every 𝐴• ∈ Ob(A 𝑆 ), a
cone 𝜏• : 𝑐𝐴• ⇒ 𝐹 is the datum of a family of cones (𝜏𝑠• : 𝑐𝐴𝑠 ⇒ 𝐹𝑠 | 𝑠 ∈ 𝑆); hence, such a
cone 𝜏• is universal if and only if the same holds for every 𝜏𝑠• , and likewise for universal
co-cones : i.e. each functor A 𝑗𝑠 preserves all representable limits and colimits.
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1.3.2. Let 𝑗𝐼 : Ob(𝐼 ) → 𝐼 be the unique functor from the discrete category Ob(𝐼 ) to 𝐼
that is the identity map on objects; the associated evaluation functor

e𝐼 := A 𝑗𝐼 : A 𝐼 → A Ob(𝐼 ) 𝐹 ↦→ (𝐹𝑖 | 𝑖 ∈ Ob(𝐼 ))

is conservative and preserves and reflects every representable limit and colimit of A 𝐼 : in
other words, limits and colimits in A 𝐼 are computed termwise. As a consequence, if A is
𝐽 -complete (resp. 𝐽 -cocomplete) for some category 𝐽 , then the same holds for A 𝐼 (see
[13, Lemma 2.55, Rem.2.56 and 2.58(ii)]). Also, if all fibre products (resp. all amalgamated
sums) are representable in A , then e𝐼 preserves and reflects monomorphisms (resp. epi-
morphisms), by virtue of remark 1.1.11(iv).
• For every 𝑖 ∈ Ob(𝐼 ), the composition of e𝐼 withA 𝑗𝑖 : A Ob(𝐼 ) → A is the evaluation

functor at 𝑖 :

e𝑖 : A 𝐼 → A 𝐹 ↦→ 𝐹𝑖 (𝜏• : 𝐹 ⇒ 𝐺) ↦→ (𝜏𝑖 : 𝐹𝑖 → 𝐺𝑖)

that preserves all representable limits and colimits, in light of example 1.3.1(ii).
• The category A is 𝐼 -complete (resp. 𝐼 -cocomplete) if and only if the functor

c𝐼 : A → A 𝐼 𝑋 ↦→ 𝑐𝑋 (𝑓 : 𝑋 → 𝑌 ) ↦→ (𝑐 𝑓 : 𝑐𝑋 → 𝑐𝑌 )

(notation of §1.1.8) admits a right adjoint (resp. a left adjoint)

Lim
𝐼

: A 𝐼 → A (resp. Colim
𝐼

: A 𝐼 → A ).

Namely, for every functor 𝐹 : 𝐼 → A fix a universal cone 𝜏𝐹• : 𝑐𝐿 (𝐹 ) ⇒ 𝐹 (resp. a
universal co-cone 𝜂𝐹• : 𝐹 ⇒ 𝑐𝐶 (𝐹 ) ); then Lim𝐼 (resp. Colim𝐼 ) assigns to 𝐹 the object 𝐿(𝐹 )
(resp. 𝐶 (𝐹 )) of A , and to every natural transformation 𝜇• : 𝐹 ⇒ 𝐺 , the unique morphism

lim
𝐼
𝜇• : 𝐿(𝐹 ) → 𝐿(𝐺) (resp. colim

𝐼
𝜏• : 𝐶 (𝐹 ) → 𝐶 (𝐺))

such that 𝜏𝐺• ◦ 𝑐lim𝐼 𝜏• = 𝜇• ◦ 𝜏𝐹• (resp. such that 𝑐colim𝐼 𝜏• ◦ 𝜂𝐹• = 𝜂𝐺• ◦ 𝜇•) : see [13, §2.3.3].

1.3.3. Let 𝐽 be a small category, and C ,D two categories. The datum of a functor

𝐺 : 𝐽 × C → D

is equivalent to that of a functor

𝐺 ′ : C → D 𝐽 .

Namely, for such𝐺 and every 𝑋 ∈ Ob(C ) we let𝐺 ′
𝑋
: 𝐽 → D be the functor given by the

rules : 𝑗 ↦→ 𝐺 ( 𝑗, 𝑋 ) and𝑢 ↦→ 𝐺 (𝑢, 1𝑋 ) for every 𝑗 ∈ Ob(𝐽 ) and every𝑢 ∈ Mor(𝐽 ); then, to
every morphism 𝑓 : 𝑋 → 𝑌 of C , we attach the natural transformation 𝐺 ′

𝑓 ,• : 𝐺
′
𝑋
→ 𝐺 ′

𝑌

such that 𝑗 ↦→ (𝐺 (1𝑗 , 𝑓 ) : 𝐺 ′𝑋 ( 𝑗) → 𝐺 ′
𝑌
( 𝑗)) for every 𝑗 ∈ Ob(𝐽 ). Conversely, from every

such 𝐺 ′ we can recover easily the corresponding functor 𝐺 : see [13, Lemma 2.55].
• Suppose moreover that D is 𝐽 -complete (resp. 𝐽 -cocomplete); we then set

lim′
𝐽
𝐺 := Lim

𝐽
◦𝐺 ′ : C → D (resp. colim′

𝐽
𝐺 := Colim

𝐽
◦𝐺 ′ : C → D ).

For every 𝑗 ∈ Ob(𝐽 ), let also𝐺 ′′𝑗 : C → D be the functor given by the rules : 𝑋 ↦→ 𝐺 ( 𝑗, 𝑋 )
and 𝑓 ↦→ 𝐺 (1𝑗 , 𝑓 ) for every 𝑋 ∈ Ob(C ) and every morphism 𝑓 of C .
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Lemma 1.3.4. In the situation of §1.3.3, let 𝐼 be a category such that 𝐺 ′′𝑗 preserves 𝐼 -limits
(resp. 𝐼 -colimits) for every 𝑗 ∈ Ob(𝐽 ). Then lim′𝐽 𝐺 (resp. colim′𝐽 𝐺) preserves 𝐼 -limits (resp.
𝐼 -colimits).

Proof. To construct lim′𝐽 𝐺 we fix a universal cone 𝜏𝑋• : 𝑐lim′𝐽 𝐺𝑋 ⇒ 𝐺 ′
𝑋
for every 𝑋 ∈

Ob(C ); for every 𝑓 ∈ C (𝑋,𝑌 ), the morphism lim′𝐽 𝐺𝑓 : lim′𝐽 𝐺𝑋 → lim′𝐽 𝐺𝑌 is then
characterized as the unique morphism of D that makes commute the diagram

lim′𝐽 𝐺𝑋
lim′𝐽 𝐺𝑓 //

𝜏𝑋
𝑗 ��

lim′𝐽 𝐺𝑌

𝜏𝑌
𝑗��

𝐺 ( 𝑗, 𝑋 )
𝐺 (1𝑗 ,𝑓 ) // 𝐺 ( 𝑗, 𝑌 )

∀𝑗 ∈ Ob(𝐽 ).

Hence, for every 𝑗 ∈ Ob(𝐽 ) we get a natural transformation

𝜏•𝑗 : lim
′

𝐽
𝐺 ⇒ 𝐺 ′′𝑗 𝑋 ↦→ 𝜏𝑋𝑗 .

Now, let 𝐹 : 𝐼 → C be any functor, and 𝜂• : 𝑐𝐿 ⇒ 𝐹 a universal cone; by assumption,
𝐺 ′′𝑗 ★𝜂• : 𝑐𝐺 ( 𝑗,𝐿) ⇒ 𝐺 ′′𝑗 ◦ 𝐹 is a universal cone for every 𝑗 ∈ Ob(𝐽 ), and we need to check
that the same holds for lim′𝐽 𝐺 ★𝜂• : 𝑐lim′𝐽 𝐺𝐿 ⇒ (lim

′
𝐽 𝐺) ◦ 𝐹 .

Hence, let 𝜔• : 𝑐𝐷 ⇒ (lim′𝐽 𝐺) ◦ 𝐹 be any cone; then for every 𝑗 ∈ Ob(𝐽 ) there exists
a unique morphism 𝜙 𝑗 : 𝐷 → 𝐺 ( 𝑗, 𝐿) such that :

(𝐺 ′′𝑗 ★𝜂•) ◦ 𝑐𝜙 𝑗 = (𝜏•𝑗 ★ 𝐹 ) ◦ 𝜔•.

Claim 1.3.5. The rule : 𝑗 ↦→ 𝜙 𝑗 defines a cone 𝜙• : 𝑐𝐷 ⇒ 𝐺 ′
𝐿
.

Proof : We need to check that𝐺 ′
𝐿
(𝑢) ◦𝜙 𝑗 = 𝜙𝑘 for every morphism 𝑢 : 𝑗 → 𝑘 of 𝐽 . To this

aim, consider the commutative diagram :

𝐷
𝜙 𝑗 //

𝜔𝑖

��

𝐺 ( 𝑗, 𝐿) 𝐺 (𝑢,1𝐿 ) //

𝐺 (1𝑗 ,𝜂𝑖 )
��

𝐺 (𝑘, 𝐿)
𝐺 (1𝑘 ,𝜂𝑖 )
��

lim′𝐽 𝐺 (𝐹𝑖)
𝜏𝐹𝑖
𝑗 // 𝐺 ( 𝑗, 𝐹𝑖) 𝐺 (𝑢,1𝐹𝑖 ) // 𝐺 (𝑘, 𝐹𝑖)

∀𝑖 ∈ Ob(𝐼 )

and notice that the composition of the bottom horizontal arrows is 𝜏𝐹𝑖
𝑘
; hence the compo-

sition of the top horizontal arrows must be 𝜙𝑘 , by the uniqueness property of the latter
morphism. 3

By claim 1.3.5 we get a unique morphism

𝑔 : 𝐷 → lim
𝐽

′𝐺𝐿 such that 𝜏𝐿• ◦ 𝑐𝑔 = 𝜙•.

Let us check that (lim′𝐽 𝐺 ★ 𝜂•) ◦ 𝑐𝑔 = 𝜔•. The assertion means that 𝜔𝑖 = lim′𝐽 𝐺 (𝜂𝑖 ) ◦ 𝑔
for every 𝑖 ∈ Ob(𝐼 ), and the latter is equivalent to the system of identities :

𝜏𝐹𝑖𝑗 ◦ 𝜔𝑖 = 𝜏𝐹𝑖𝑗 ◦ lim′
𝐽
𝐺 (𝜂𝑖 ) ◦ 𝑔 ∀𝑗 ∈ Ob(𝐽 )

in view of the universality of 𝜏𝐹𝑖• . However :

𝜏𝐹𝑖𝑗 ◦ 𝜔𝑖 = 𝐺 (1𝑗 , 𝜂𝑖 ) ◦ 𝜙 𝑗 = 𝐺 (1𝑗 , 𝜂𝑖 ) ◦ 𝜏𝐿𝑗 ◦ 𝑔 = 𝜏𝐹𝑖𝑗 ◦ lim′
𝐽
𝐺 (𝜂𝑖 ) ◦ 𝑔

as required. Conversely, ifℎ : 𝐷 → lim′𝐽 𝐺𝐿 is another morphism ofD with (lim′𝐽 𝐺★𝜂•)◦
𝑐ℎ = 𝜔•, then by arguing as in the foregoing we see that𝐺 (1𝑗 , 𝜂𝑖 ) ◦𝜙 𝑗 = 𝐺 (1𝑗 , 𝜂𝑖 ) ◦ 𝜏𝐿𝑗 ◦ℎ
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for every 𝑖 ∈ Ob(𝐼 ) and 𝑗 ∈ Ob(𝐽 ), whence 𝜏𝐿𝑗 ◦ ℎ = 𝜙 𝑗 for every such 𝑗 , by universality
of 𝐺 ′′𝑗 ★𝜂•, and finally, ℎ = 𝑔, by universality of 𝜏𝐿• .

The assertion for colim′𝐽 𝐺 follows by duality with remark 1.1.11(i), recalling that we
have colim′𝐽 𝐺 = (lim′𝐽 op 𝐺op)op and (𝐺op)′′𝑗 = (𝐺 ′′𝑗 )op for every 𝑗 ∈ Ob(𝐽 ). □

1.3.6. Permutation of limits and colimits. Let 𝐼 , 𝐽 be two small categories, and C any cat-
egory. To every functor 𝐺 : 𝐽 × 𝐼 → C we may then attach 𝐺 ′ : 𝐼 → C 𝐽 as in §1.3.3;
moreover, by composing 𝐺 with the obvious isomorphisms of categories 𝐼 × 𝐽 ∼−→ 𝐽 × 𝐼
we get a functor 𝐼 × 𝐽 → C , whence a functor as in §1.3.3, that we denote 𝐺 ′′ : 𝐽 → C 𝐼 .
These associations define isomorphisms of categories ([13, Lemma 2.55(i)]) :

(C 𝐽 )𝐼 ∼←− C 𝐼× 𝐽 ∼−→ (C 𝐼 ) 𝐽 𝐺 ′ ←p 𝐺 ↦→ 𝐺 ′′ .

If C is 𝐼 -complete (resp. 𝐼 -cocomplete), we may set as well :

lim′′
𝐼
𝐺 := Lim

𝐼
◦𝐺 ′′ : 𝐽 → C (resp. colim′′

𝐼
𝐺 := Colim

𝐼
◦𝐺 ′′ : 𝐽 → C ).

Lastly, suppose that C is both 𝐼 -complete and 𝐽 -complete (resp. both 𝐼 -cocomplete and 𝐽 -
cocomplete); then C is also (𝐼 × 𝐽 )-complete (resp. (𝐼 × 𝐽 )-cocomplete), and the rules :
𝐺 ↦→ lim′𝐽 𝐺 and 𝐺 ↦→ lim′′𝐼 𝐺 (resp. the rules : 𝐺 ↦→ colim′𝐽 𝐺 and 𝐺 ↦→ colim′′𝐼 𝐺) define
functors :

C 𝐼
Lim′

𝐽←−−− C 𝐼× 𝐽 Lim′′
𝐼−−−−→ C 𝐽 (resp. C 𝐼

Colim′𝐽←−−−−− C 𝐼× 𝐽 Colim′′𝐼−−−−−→ C 𝐽 ).

Moreover, we have natural isomorphisms of functors ([13, Prop.2.57, Rem.2.58]) :

Lim
𝐼
◦Lim′

𝐽

∼←− Lim
𝐼× 𝐽
∼−→ Lim

𝐽
◦Lim′′

𝐼
(resp. Colim

𝐼
◦Colim′

𝐽

∼←− Colim
𝐼× 𝐽

∼−→ Colim
𝐽
◦Colim′′

𝐼
).

Summing up, we may say that the 𝐼 -limits in C commute with the 𝐽 -limits (resp. the 𝐼 -
colimits in C commute with the 𝐽 -colimits). On the other hand, suppose that C is both
𝐼 -complete and 𝐽 -cocomplete; then we have a natural transformation :

𝜔
𝐼 ,𝐽
• : Colim

𝐽
◦ Lim′′

𝐼
→ Lim

𝐼
◦ Colim′

𝐽

which however is not necessarily an isomorphism of functors ([13, Prob.2.59]), but in case
it is, we say that the 𝐼 -limits in C commute with the 𝐽 -colimits. As usual, the construction
of 𝜔 𝐼 ,𝐽• requires several choices, but is independent of such choices, up to composition
with isomorphisms, so its categorical properties are intrinsic.

Example 1.3.7. (i) According to [13, Prob.2.59(ii)], the finite limits in the category Set
commute with all small filtered colimits, i.e. the 𝐼 -limits in Set commutewith the 𝐽 -colimits,
for every finite category 𝐼 and every small filtered category 𝐽 .

(ii) Let A be any small category. Since the limits and colimits in SetA are computed
termwise (see §1.3), it follows from (i) that the finite limits in the category SetA commute
with small filtered colimits. See lemma 4.2.3 for a generalization.
(iii) From (i) it follows that the functor Colim𝐽 : Set𝐽 → Set is exact for every fil-

tered set 𝐽 ; combining with §1.3.2 and remark 1.1.11(iii), we deduce that Colim𝐽 preserves
monomorphisms : explicitly, for every 𝐹,𝐺 ∈ Ob(Set𝐽 ) and every natural transforma-
tion 𝜏• : 𝐹 ⇒ 𝐺 such that 𝜏 𝑗 : 𝐹 𝑗 → 𝐺 𝑗 is injective for every 𝑗 ∈ 𝐽 , the induced map
colim𝐽 𝜏• : colim𝐽 𝐹 → colim𝐽 𝐺 is injective. More generally, by the same token, the
colimit of any filtered system of monomorphisms in SetA is a monomorphism.
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(iv) It is also easily seen that the fibre products in the category Set commute with all
small direct sums : i.e., for every set 𝑆 , every family of maps of sets :

(𝑋𝑠 → 𝑍𝑠 ← 𝑌𝑠 | 𝑠 ∈ 𝑆)
induces a natural bijection :⊔

𝑠∈𝑆
𝑋𝑠 ×𝑍𝑠 𝑌𝑠 ∼−→

(⊔
𝑠∈𝑆

𝑋𝑠
)
×⊔

𝑠∈𝑆 𝑍𝑠

(⊔
𝑠∈𝑆

𝑌𝑠
)
.

Again, it follows that the same assertion holds more generally in SetA .

Remark 1.3.8. (i) The foregoing discussion extends partially to global limits and global
colimits : let 𝐼 , 𝐽 be two categories, 𝐹•• a class-valued functor on 𝐼 × 𝐽 , and recall that 𝐹••
is defined by a family of classes (𝐹𝑖, 𝑗 | (𝑖, 𝑗) ∈ Ob(𝐼 × 𝐽 )) and a family of maps (see §1.2):

(𝐹𝜙,𝜓 : 𝐹𝑖, 𝑗 → 𝐹𝑖′, 𝑗 ′ | ( (𝜙,𝜓 ) : (𝑖, 𝑗) → (𝑖′, 𝑗 ′)) ∈ Mor(𝐼 × 𝐽 )) .
For each 𝑖 ∈ Ob(𝐼 ), we deduce by restriction a class-valued functor 𝐹𝑖,• on 𝐽 , given by
the family of classes (𝐹𝑖, 𝑗 | 𝑗 ∈ Ob(𝐽 )) and the family of maps (𝐹𝑖,𝜓 := 𝐹1𝑖 ,𝜓 |𝜓 ∈ Mor(𝐽 )).
Then, for every such 𝑖 , let 𝐶𝑖 and 𝜂𝑖,• be respectively the global colimit and the global
co-cone of 𝐹𝑖,•, constructed as in example 1.2.13(ii); we thus obtain a well-defined family
of classes (𝐶𝑖 | 𝑖 ∈ Ob(𝐼 )), and with the universal properties of the pairs (𝐶𝑖 , 𝜂𝑖,•) we
may assign to every morphism 𝜙 : 𝑖 → 𝑖′ of 𝐼 a unique map 𝐶𝜙 : 𝐶𝑖 → 𝐶 𝑗 such that
𝐶𝜙 ◦ 𝜂𝑖, 𝑗 = 𝜂𝑖′, 𝑗 ◦ 𝐹𝜙,1𝑗 for every 𝑗 ∈ Ob(𝐽 ). Clearly, we get in this way a family of
maps (𝐶𝜙 | 𝜙 ∈ Mor(𝐼 )) which yields a class-valued functor𝐶•, whose global colimit and
global co-cone we denote by 𝐶 and respectively 𝜂• := (𝜂𝑖 : 𝐶𝑖 → 𝐶 | 𝑖 ∈ Ob(𝐼 )); one
checks easily that 𝐶 also represents the global colimit for the class-valued functor 𝐹••,
with global co-cone given by the family of maps (𝜂𝑖 ◦ 𝜂𝑖, 𝑗 : 𝐹𝑖, 𝑗 → 𝐶 | (𝑖, 𝑗) ∈ Ob(𝐼 × 𝐽 )).

(ii) Likewise, if 𝐼 and 𝐽 are small categories, we may form the global limit 𝐿 𝑗 of each
class-valued functor 𝐹•, 𝑗 on 𝐼 (defined as the obvious restriction of 𝐹••), and together with
the corresponding system of global cones 𝜀•, 𝑗 , the system (𝐿 𝑗 | 𝑗 ∈ Ob(𝐽 )) yields a well-
defined class-valued functor 𝐿• on 𝐽 , whose global limit also represents the global limit
of 𝐹•,• : we leave the details to the reader.
(iii) Lastly, if 𝐼 is small, we may first form the class-valued functors𝐶• on 𝐼 and 𝐿• on 𝐽

as in (i) and (ii), together with the respective systems of global co-cones (𝜂𝑖,• | 𝑖 ∈ Ob(𝐼 ))
and global cones (𝜀•, 𝑗 | 𝑗 ∈ Ob(𝐽 )); next, let colim𝐽 𝐿• and lim𝐼 𝐶• be respectively the
global colimit of 𝐿• and the global limit of 𝐶•, with their global co-cone and global cone

𝜂• := (𝜂 𝑗 : 𝐿 𝑗 → colim
𝐽

𝐿• | 𝑗 ∈ Ob(𝐽 )) 𝜀• := (𝜀𝑖 : lim
𝐼
𝐶• → 𝐶𝑖 | 𝑖 ∈ Ob(𝐼 )) .

Then, following [13, Prob.2.59], we get a natural map of classes

𝜏 : colim
𝐽

𝐿• → lim
𝐼
𝐶• such that 𝜀𝑖 ◦ 𝜏 ◦ 𝜂 𝑗 = 𝜂𝑖, 𝑗 ◦ 𝜀𝑖, 𝑗 ∀(𝑖, 𝑗) ∈ Ob(𝐼 × 𝐽 ).

The map 𝜏 is not always a bijection, but arguing as in the solution of [13, Prob.2.59(ii)]
one can check that 𝜏 is bijective in case 𝐼 is a finite category and 𝐽 is a filtered category.

1.4. Slice and comma categories. Let A and B be two categories, and 𝐹 : A → B a
functor; to every 𝐵 ∈ Ob(B) we attach the slice category of 𝐹 over 𝐵, denoted :

𝐹A /𝐵

whose objects are the pairs (𝐴, 𝐹𝐴 𝑢−→ 𝐵) for all 𝐴 ∈ Ob(A ) and all 𝑢 ∈ B(𝐹𝐴, 𝐵); the
morphisms 𝑤/𝐵 : (𝐴,𝑢) → (𝐴′, 𝑢′) of 𝐹A /𝐵 are the morphisms 𝑤 : 𝐴 → 𝐴′ of A such
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that 𝑢′ ◦ 𝐹𝑤 = 𝑢, i.e. the commutative triangles

𝐹𝐴
𝐹𝑤 //

𝑢   

𝐹𝐴′

𝑢′}}
𝐵

with the composition law inherited from A . We have an obvious source functor :

s𝐵 : 𝐹A /𝐵 → A (𝐴,𝑢) ↦→ 𝐴 𝑤/𝐵 ↦→ 𝑤.

• Dually, we define the slice category of 𝐹 under 𝐵 as :

𝐵/𝐹A := (𝐹 opA op/𝐵op)op.

Namely, the objects of 𝐵/𝐹A are the pairs (𝐴, 𝐵 𝑢−→ 𝐹𝐴), ranging over all 𝐴 ∈ Ob(A )
and all 𝑢 ∈ A (𝐵, 𝐹𝐴), and the morphisms 𝐵/𝑤 : (𝐴,𝑢) → (𝐴′, 𝑢′) are the commutative
triangles of B :

𝐵
𝑢

~~
𝑢′

!!
𝐹𝐴

𝐹𝑤 // 𝐹𝐴′ .

Then the correponding target functor is :

t𝐵 := (s𝐵op )op : 𝐵/𝐹A → A (𝐴,𝑢) ↦→ 𝐴 𝐵/𝑤 ↦→ 𝑤.

• In the special case where 𝐹 := 1A , we get, for every 𝐴 ∈ Ob(A ), the slice categories
of objects of A over 𝐴 and respectively under 𝐴 :

A /𝐴 := 1A A /𝐴 𝐴/A := 𝐴/1A A .

So Ob(A /𝐴) consists of the pairs (𝐴′, 𝑢 : 𝐴′ → 𝐴) with 𝐴′ ∈ Ob(A ) and 𝑢 ∈ A (𝐴′, 𝐴),
and the morphisms 𝑤/𝐴 : (𝐴′, 𝑢) → (𝐴′′, 𝑣) are the morphisms 𝑤 : 𝐴′ → 𝐴′′ of A such
that 𝑣 ◦𝑤 = 𝑢, and likewise for the objects and morphisms of 𝐴/A .
• The family (𝐹𝐴/B |𝐴 ∈ Ob(A )) can be combined into a single comma category

𝐹A /B
whose objects are the triples (𝐴, 𝐵, 𝑓 ) with 𝐴 ∈ Ob(A ), 𝐵 ∈ Ob(B) and 𝑓 ∈ B(𝐹𝐴, 𝐵).
The morphisms (ℎ, 𝑘) : (𝐴, 𝐵, 𝑓 ) → (𝐴′, 𝐵′, 𝑓 ′) are the commutative diagrams :

𝐹𝐴
𝐹 𝑓 //

ℎ
��

𝐵

𝑘
��

𝐹𝐴′
𝑓 ′ // 𝐵′

withℎ ∈ A (𝐴,𝐴′) and𝑘 ∈ B(𝐵, 𝐵′), with the obvious composition law : (ℎ′, 𝑘 ′)◦(ℎ, 𝑘) :=
(ℎ′ ◦ ℎ, 𝑘 ′ ◦ 𝑘) for every composable pair (ℎ, 𝑘), (ℎ′, 𝑘 ′) of morphisms.

Likewise, the family (𝐵/𝐹A | 𝐵 ∈ Ob(B)) can be combined into the comma category

B/𝐹A := (𝐹 op𝐴op/Bop)op

and we have obvious source and target functors :

A
s←− 𝐹A /B t−→ B 𝐴←p (𝐴, 𝐵, 𝑓 ) ↦→ 𝐵 ℎ ←p (ℎ, 𝑘) ↦→ 𝑘

B
s←− B/𝐹A

t−→ A 𝐵 ←p (𝐵,𝐴, 𝑓 ) ↦→ 𝐴 𝑘 ←p (𝑘, ℎ) ↦→ ℎ.
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1.4.1. Every functor 𝐹 : A → B and every morphism 𝑓 : 𝐵 → 𝐵′ ofB induce a functor

𝑓 ∗ : 𝐹A /𝐵 → 𝐹A /𝐵′ (𝐹𝐴 𝑢−→ 𝐵) ↦→ (𝐹𝐴
𝑓 ◦𝑢
−−−→ 𝐵′) 𝑤/𝐵 ↦→ 𝑤/𝐵′

and by dualizing, we also get a corresponding functor 𝑓! := ((𝑓 op)∗)op; explicitly :

𝑓! : 𝐵′/𝐹A → 𝐵/𝐹A (𝐵′ 𝑢
′
−→ 𝐹𝐴) ↦→ (𝐵

𝑢′◦𝑓
−−−→ 𝐹𝐴) 𝐵′/𝑤 ′ ↦→ 𝐵/𝑤 ′ .

• With this notation, 𝐹 also induces functors :

𝐹/𝐵 : 𝐹A /𝐵 → B/𝐵 and 𝐵/𝐹 : 𝐵/𝐹A → 𝐵/B (𝐴,𝑢) ↦→ (𝐹𝐴,𝑢)

such that 𝑤/𝐵 ↦→ 𝐹 (𝑤)/𝐵 (resp. 𝐵/𝑤 ↦→ 𝐵/𝐹 (𝑤)) for every 𝑤/𝐵 ∈ Mor(𝐹A /𝐵) (resp.
for every 𝐵/𝑤 ∈ Mor(𝐵/𝐹A )). Moreover, any 𝐴 ∈ Ob(A ) induces functors :

𝐹/𝐴 : A /𝐴→ B/𝐹𝐴 (𝐴′, 𝑢) ↦→ (𝐹𝐴′, 𝐹𝑢) 𝑤/𝐴 ↦→ 𝐹𝑤/𝐹𝐴
𝐴/𝐹 : 𝐴/A → 𝐹𝐴/B (𝐴′, 𝑢) ↦→ (𝐹𝐴′, 𝐹𝑢) 𝐴/𝑤 ↦→ 𝐹𝐴/𝐹𝑤.

Remark 1.4.2. (i) Let 𝑓 : 𝐴 → 𝐴′ be any morphism of A . If all fibre products are repre-
sentable in A , then 𝑓 ∗ : A /𝐴→ A /𝐴′ admits a right adjoint

𝑓∗ : A /𝐴′ → A /𝐴 (𝐵′ 𝑢
′
−→𝐴′) ↦→ (𝐵′ ×𝐴′𝐴

𝑢′×𝐴′𝐴−−−−−−→𝐴) 𝑤 ′/𝐴′ ↦→ (𝑤 ′ ×𝐴′𝐴)/𝐴

where 𝐵′ ×𝐴′ 𝐴 denotes a chosen representative in A for the fibre product of the diagram

𝐵′
𝑢′−→ 𝐴′

𝑓
←− 𝐴, and where for every morphism 𝑤 ′ : 𝐵′ → 𝐶′ of A we let 𝑤 ′ ×𝐴′ 𝐴 :

𝐵′ ×𝐴′ 𝐴 → 𝐶′ ×𝐴′ 𝐴 be the induced morphism between these chosen fibre products.
Namely, the adjunction is given by the associations :

𝐵
𝑤 //

𝑢 !!

𝐵′ ×𝐴′ 𝐴

𝑢′×𝐴′𝐴yy
𝐴

⇝
𝐵

(𝐵′×𝐴′ 𝑓 )◦𝑤 //

𝑓 ◦𝑢 ""

𝐵′

𝑢′||
𝐴′ .

(ii) Dually, if every amalgamated sum is representable in A , then the functor 𝑓! :
𝐴′/A → 𝐴/A admits a left adjoint

𝑓 ! : 𝐴/A → 𝐴′/A (𝐴 𝑢−→ 𝐵) ↦→ (𝐴′ 𝑢⊔𝐴𝐴
′

−−−−−→ 𝐵 ⊔𝐴 𝐴′) 𝐴/𝑤 ↦→ 𝐴′/(𝑤 ⊔𝐴 𝐴′).

Proposition 1.4.3. Let A ,B be two categories, 𝐹 : A → B a functor, and 𝐵 ∈ Ob(B).
Then we have :

(i) The source functor s𝐵 : 𝐹A /𝐵 → A reflects epimorphisms, is conservative, and
preserves and reflects monomorphisms. Dually, the target functor t𝐵 : 𝐵/𝐹A → A reflects
monomorphisms, is conservative, and preserves and reflects epimorphisms.
(ii) If A is finitely complete and 𝐹 is left exact, then 𝐵/𝐹A is cofiltered.
(iii) If A is finitely cocomplete and 𝐹 is right exact, then 𝐹A /𝐵 is filtered.
(iv) s𝐵 both preserves and reflects all representable connected limits.
(v) Dually, t𝐵 both preserves and reflects all representable connected colimits.

Proof. (i): Clearly s𝐵 is conservative, and reflects epimorphisms and monomorphisms.
Then, suppose that 𝑤/𝐵 : (𝐴,𝑢) → (𝐴′, 𝑢′) is a monomorphism of 𝐹A /𝐵, and consider
two morphisms 𝑓 , 𝑔 : 𝐴′′ ⇒ 𝐴 of A such that 𝑤 ◦ 𝑓 = 𝑤 ◦ 𝑔; hence 𝑢′′ := 𝑢 ◦ 𝐹 𝑓 =

𝑢′◦𝐹𝑤◦𝐹 𝑓 = 𝑢′◦𝐹𝑤◦𝐹𝑔 = 𝑢◦𝐹𝑔, so 𝑓 and𝑔 yieldmorphisms 𝑓 /𝐵,𝑔/𝐵 : (𝐴′′, 𝑢′′) ⇒ (𝐴,𝑢)
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with 𝑤/𝐵 ◦ 𝑓 /𝐵 = 𝑤/𝐵 ◦ 𝑔/𝐵, whence 𝑓 = 𝑔, which shows that 𝑤 is a monomorphism.
The assertions about t𝐵 follow by duality.

(ii) Indeed, if (𝜙𝑖 : 𝐵 → 𝐹𝐴𝑖 | 𝑖 = 1, 2) are any two objects of 𝐵/𝐹A , the product𝐴1×𝐴2
is representable by some 𝐴 ∈ Ob(A ), and a universal cone is given by a pair (𝑝𝑖 : 𝐴 →
𝐴𝑖 | 𝑖 = 1, 2) of morphisms of A ; by assumption, the pair (𝐹𝑝𝑖 : 𝐹𝐴 → 𝐹𝐴𝑖 | 𝑖 = 1, 2) is
still a universal cone for the product 𝐹𝐴1 × 𝐹𝐴2, whence a unique morphism 𝜙 : 𝐵 → 𝐹𝐴

such that 𝐹 (𝑝𝑖 ) ◦𝜙 = 𝜙𝑖 for 𝑖 = 1, 2. This shows that 𝐵/𝐹A is codirected. Moreover, if𝐴 is
any final object of A , then 𝐹𝐴 is a final object of B (remark 1.1.11(ii)), hence Ob(𝐵/𝐹A )
is non-empty. It then remains only to check that 𝐵/𝐹A satisfies the equalizing condition
dual to that of definition 1.1.6(v). Namely, let𝜙1 and𝜙2 be as in the foregoing, and suppose
we have a pair of morphisms 𝜓,𝜓 ′ : 𝐴1 ⇒ 𝐴2 such that 𝐹 (𝜓 ) ◦ 𝜙1 = 𝜙2 = 𝐹 (𝜓 ′) ◦ 𝜙1.
The equalizer of𝜓 and𝜓 ′ is representable by some 𝐸 ∈ Ob(A ), and a universal cone for
𝐸 is given by a morphism 𝛽 : 𝐸 → 𝐴1 such that 𝜓 ◦ 𝛽 = 𝜓 ′ ◦ 𝛽 ; then 𝐹𝐸 represents the
equalizer of 𝐹𝜓 and 𝐹𝜓 ′, and 𝐹𝛽 : 𝐹𝐸 → 𝐹𝐴1 still yields a universal cone. There follows a
unique morphism 𝛾 : 𝐵 → 𝐹𝐸 in B such that 𝐹 (𝛽) ◦𝛾 = 𝜙1, whence the claim. Assertion
(iii) follows from (ii) by duality.

(iv): Let 𝜙 : 𝐼 → 𝐹A /𝐵 be a functor with 𝐼 connected, and say 𝜙 (𝑖) := (𝐴𝑖 , 𝐹𝐴𝑖
𝑢𝑖−→ 𝐵)

for every 𝑖 ∈ Ob(𝐼 ); let also 𝜏• : 𝑐𝐴 ⇒ s𝐵 ◦ 𝜙 be any cone. We observe :

Claim 1.4.4. There exists 𝑔 ∈ B(𝐹𝐴, 𝐵) such that 𝑔 = 𝑢𝑖 ◦ 𝐹𝜏𝑖 for every 𝑖 ∈ Ob(𝐼 ).
Proof : By assumption Ob(𝐼 ) ≠ ∅, so we may pick any 𝑖0 ∈ Ob(𝐼 ) and set 𝑔 := 𝑢𝑖0 ◦ 𝐹𝜏𝑖0 .
Then, since 𝐼 is connected, a simple induction reduces to checking that 𝑢𝑖 ◦ 𝐹𝜏𝑖 = 𝑢 𝑗 ◦ 𝐹𝜏 𝑗
for every morphism 𝑡 : 𝑖 → 𝑗 of 𝐼 . But we have : 𝑢𝑖 ◦ 𝐹𝜏𝑖 = 𝑢 𝑗 ◦ 𝐹𝜙𝑡 ◦ 𝐹𝜏𝑖 = 𝑢 𝑗 ◦ 𝐹𝜏 𝑗 . 3

By claim 1.4.4, we may regard 𝜏• as a cone 𝜏∗• : 𝑐 (𝐴,𝑔) ⇒ 𝜙 , and thus obtain a bijection
𝜙• ↦→ 𝜙∗• between the cones with basis s𝐵 ◦ 𝜙 and the cones with basis 𝜙 : indeed 𝜏• =
s𝐵 ★ 𝜏∗• for every such 𝜏•. Clearly we have 𝜏∗• ◦ 𝑐ℎ/𝐵 = (𝜏• ◦ 𝑐ℎ)∗ for every morphism
ℎ/𝐵 : (𝐴′, 𝑔 ◦𝐹ℎ) → (𝐴,𝑔) of 𝐹A /𝐵; it follows easily that 𝜏• is universal if and only if the
same holds for 𝜏∗• , so s𝐵 preserves and reflects the limit of 𝜙 . Assertion (v) follows from
(iv) by duality. □

Proposition 1.4.5. (i) LetA ,B, 𝐼 be three categories, 𝐹 : A → B a functor that preserves
all representable 𝐼 -colimits, and 𝐵 ∈ Ob(B). Then we have :

(a) The source functor s𝐵 : 𝐹A /𝐵 → A reflects all 𝐼 -colimits.
(b) If A is 𝐼 -cocomplete, the same holds for 𝐹A /𝐵, and s𝐵 preserves 𝐼 -colimits.

(ii) Dually, if 𝐹 preserves all representable 𝐼 -limits, we have :
(a) the target functor t𝐵 : 𝐵/𝐹A → A reflects all 𝐼 -limits.
(b) If A is 𝐼 -complete, the same holds for 𝐵/𝐹A , and t𝐵 preserves 𝐼 -limits.

Proof. By duality, it suffices to show (i). To prove (i.a), consider a functor

𝜙 : 𝐼 → 𝐹A /𝐵 𝑖 ↦→ (𝐴𝑖 , 𝐹𝐴𝑖
𝑢𝑖−→ 𝐵)

and a co-cone 𝜏• : 𝜙 ⇒ 𝑐 (𝐿,𝑓 ) . Suppose that s𝐵 ★𝜏• is universal, and let 𝜂• : 𝜙 ⇒ 𝑐 (𝐴,𝑔) be
any other co-cone; then there exists a unique ℎ ∈ A (𝐿,𝐴) such that

𝑐ℎ ◦ (s𝐵 ★ 𝜏•) = s𝐵 ★𝜂•

and we need to show that 𝑐ℎ/𝐵 ◦ 𝜏• = 𝜂•, i.e. that 𝑔 ◦ 𝐹ℎ = 𝑓 . But we have :

𝑔 ◦ 𝐹ℎ ◦ 𝐹𝜏𝑖 = 𝑔 ◦ 𝐹𝜂𝑖 = 𝑢𝑖 = 𝑓 ◦ 𝐹𝜏𝑖 ∀𝑖 ∈ Ob(𝐼 )
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whence the sought identity, as by assumption 𝐹 ★ s𝐵 ★ 𝜏• is still a universal co-cone.
(i.b): Let 𝜙 be as in the proof of (i.a); by assumption, there exists a universal co-cone

𝜏• : s𝐵 ◦ 𝜙 ⇒ 𝑐𝐿 . On the other hand, we have a co-cone

𝜂𝐹• : 𝐹 ◦ s𝐵 ⇒ 𝑐𝐵 (𝐴, 𝐹𝐴 𝑢−→ 𝐵) ↦→ 𝑢.

Since by assumption 𝐹 ★ 𝜏• is still universal, we then get a unique :

𝑓 ∈ B(𝐹𝐿, 𝐵) such that 𝜂𝐹• ★𝜙 = 𝑐 𝑓 ◦ (𝐹 ★ 𝜏•).
Hence, the rule : 𝑖 ↦→ 𝜏𝑖/𝐵 defines the unique co-cone

𝜏•/𝐵 : 𝜙 ⇒ 𝑐 (𝐿,𝑓 ) such that s𝐵 ★ 𝜏•/𝐵 = 𝜏•

and it suffices to check that 𝜏•/𝐵 is universal. Thus, let 𝜆• : 𝜙 ⇒ 𝑐 (𝐴,𝑔) be any other
co-cone; then we get a unique ℎ ∈ A (𝐿,𝐴) with s𝐵 ★ 𝜆• = 𝑐ℎ ◦ 𝜏•, and arguing as in the
proof of (i.a) we see that 𝜆• = 𝑐ℎ/𝐵 ◦ 𝜏•/𝐵 , whence the assertion. □

Corollary 1.4.6. Let A and 𝐼 be two categories, and 𝐴 ∈ Ob(A ). We have :
(i) The source functor s𝐴 : A /𝐴 → A reflects epimorphisms, is conservative, and

preserves and reflects monomorphisms. Moreover, s𝐴 preserves all representable connected
limits, and reflects all colimits and all connected limits.
(ii) Dually, the target functor t𝐴 : 𝐴/A → A reflects monomorphisms, is conservative,

and preserves and reflects epimorphisms. Moreover, t𝐴 preserves all representable connected
colimits, and reflects all limits and all connected colimits.
(iii) If A is 𝐼 -cocomplete, the same holds for A /𝐴, and s𝐴 preserves 𝐼 -colimits. Dually, if

A is 𝐼 -complete, the same holds for 𝐴/A , and t𝐴 preserves 𝐼 -limits.

Proof. This is a special case of propositions 1.4.3 and 1.4.5. □

Lemma 1.4.7. LetA ,B and 𝐼 be three categories,𝐺 : A → B a functor, and𝐴 ∈ Ob(A ).
(i) Denote by 𝐼◦ the category with Ob(𝐼◦) := 𝐼 ⊔ {∅}, such that :
(a) 𝐼 is a full subcategory of 𝐼◦, and ∅ is a final object of 𝐼◦
(b) 𝐼◦ (∅, 𝑖) = ∅ for every 𝑖 ∈ Ob(𝐼 ).

Then, if A is 𝐼◦-complete, the slice category A /𝐴 is 𝐼 -complete.
(ii) Dually, set 𝐼 ◦ := (𝐼op)op◦ ; then if A is 𝐼 ◦-cocomplete, 𝐴/A is 𝐼 -cocomplete.
(iii) Moreover, if 𝐺 preserves 𝐼◦-limits, then 𝐺/𝐴 : A /𝐴→ B/𝐺𝐴 preserves 𝐼 -limits.
(iv) Dually, if 𝐺 preserves 𝐼 ◦-colimits, then 𝐴/𝐺 : 𝐴/A → 𝐺𝐴/B preserves 𝐼 -colimits.

Proof. (i): For every 𝑖 ∈ Ob(𝐼 ), let {𝑝𝑖 } := 𝐼◦ (𝑖,∅). Every functor

𝐹 : 𝐼 → A /𝐴 𝑖 ↦→ 𝐹𝑖 := (𝐵𝑖 , 𝑢𝑖 : 𝐵𝑖 → 𝐴)
induces a functor 𝐹◦ : 𝐼◦ → A whose restriction to 𝐼 agrees with s𝐴 ◦ 𝐹 , such that
𝐹◦ (∅) := 𝐴 and 𝐹◦ (𝑝𝑖 ) := 𝑢𝑖 for every 𝑖 ∈ Ob(𝐼 ). Moreover, every cone 𝜏• : 𝑐 (𝐵,𝑢 ) ⇒ 𝐹

induces a cone 𝜏◦• : 𝑐𝐵 ⇒ 𝐹◦ with 𝜏◦,𝑖 := s𝐴 (𝜏𝑖 ) for every 𝑖 ∈ Ob(𝐼 ) and 𝜏◦,∅ := 𝑢;
conversely, every cone 𝜂• : 𝑐𝐵 ⇒ 𝐹◦ induces a cone 𝜂•/𝐴 : 𝑐 (𝐵,𝜂∅ ) ⇒ 𝐹 with 𝜂𝑖/𝐴 := 𝜂𝑖/𝐴
for every 𝑖 ∈ Ob(𝐼 ). Clearly the rules 𝜏• ↦→ 𝜏◦• and 𝜂• ↦→ 𝜂•/𝐴 are mutually inverse, and

(𝜂• ◦ 𝑐 𝑓 )/𝐴 = 𝜂•/𝐴 ◦ 𝑐 𝑓 /𝐴 (𝜏• ◦ 𝑐𝑔/𝐴)◦ = 𝜏◦• ◦ 𝑐𝑔
for every 𝑓 ∈ A (𝐵′, 𝐵) and every morphism 𝑔/𝐴 : (𝐵′, 𝑢′) → (𝐵,𝑢) of A /𝐴, where
𝑐 𝑓 : 𝑐𝐵′ ⇒ 𝑐𝐵 and 𝑐𝑔/𝐴 : 𝑐 (𝐵′,𝑢′ ) ⇒ 𝑐 (𝐵,𝑢 ) denote the constant natural transformations
with values 𝑓 and respectively 𝑔/𝐴, and likewise for 𝑐 𝑓 /𝐴 and 𝑐𝑔. It follows easily that if
𝜂• is universal, the same holds for 𝜂•/𝐴, whence the assertion.
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(ii) follows from (i), by duality, and likewise, (iv) follows from (iii).
(iii): Let 𝜂• : 𝑐𝐵 ⇒ 𝐹◦ be a universal cone, so that, by assumption, the cone 𝐺 ★ 𝜂• :

𝑐𝐺𝐵 ⇒ 𝐺 ◦ 𝐹◦ is again universal; notice that (𝐺 ★ 𝜂•)/𝐴 = 𝐺/𝐴 ★ 𝜂•/𝐴, so both 𝜂•/𝐴 and
𝐺/𝐴 ★𝜂•/𝐴 are universal, by (i), whence the contention. □

1.4.8. Let A ,B be two categories, 𝐹 : A → B a functor, 𝐺 : B → A a left adjoint
for 𝐹 , and 𝜗 an adjunction for the pair (𝐺, 𝐹 ). Then, for every 𝐴 ∈ Ob(A ) the functor
𝐹/𝐴 : A /𝐴→ B/𝐹𝐴 of §1.4.1 admits a left adjoint that we denote

𝐺/𝐴 : B/𝐹𝐴→ A /𝐴 (𝐵
𝑓
−→ 𝐹𝐴) ↦→ (𝐺𝐵

𝜗−1
𝐴𝐵
(𝑓 )

−−−−−−→ 𝐴)
that assigns to every morphism ℎ/𝐹𝐴 : (𝐵, 𝑓 ) → (𝐵′, 𝑓 ′) of B/𝐹𝐴 the morphism 𝐺ℎ/𝐴 :
(𝐺𝐵, 𝜗−1

𝐴𝐵
(𝑓 )) → (𝐺𝐵′, 𝜗−1

𝐴𝐵′ (𝑓 ′)) in A /𝐴. Indeed, 𝜗 induces an adjunction 𝜗/𝐴 for the
pair (𝐺/𝐴, 𝐹/𝐴) : to every (𝑓 : 𝐵 → 𝐹𝐴) ∈ Ob(B/𝐹𝐴) and (𝑔 : 𝐴′ → 𝐴) ∈ Ob(A /𝐴) we
assign the bijection

(𝜗/𝐴)𝑔,𝑓 : A /𝐴(𝜗−1𝐴𝐵 (𝑓 ), 𝑔) ∼−→ B/𝐹𝐴(𝑓 , 𝐹𝑔) ℎ/𝐴 ↦→ 𝜗𝐴′𝐵 (ℎ)/𝐹𝐴.
• Dually, since 𝐹 op is left adjoint to 𝐺op ([13, Exerc.2.14(iii)]), we see that for every

𝐵 ∈ Ob(B) the functor 𝐵/𝐺 : 𝐵/B → 𝐺𝐵/A of §1.4.1 admits the right adjoint

𝐵/𝐹 : 𝐺𝐵/A → 𝐵/B (𝐺𝐵
𝑓
−→ 𝐴) ↦→ (𝐵

𝜗𝐴𝐵 (𝑓 )−−−−−−→ 𝐹𝐴) 𝐺𝐵/ℎ ↦→ 𝐵/𝐹ℎ.
The detailed verifications shall be left to the reader. See also remark 1.6.9(i).

Remark 1.4.9. In the situation of §1.4.8, the adjunction 𝜗 also induces an isomorphism of
categories :

𝐺A /B ∼−→ A /𝐹B (𝐺𝐵
𝑓
−→ 𝐴) ↦→ (𝐵

𝜗𝐴𝐵 (𝑓 )−−−−−−→ 𝐹𝐴)
and conversely, every adjunction for the pair (𝐺, 𝐹 ) arises from such an isomorphism.
Indeed, this construction – that allows to describe adjunctions without involving sets –
motivated the introduction of comma categories by Lawvere.

1.4.10. In the situation of §1.4.8, let 𝜂• : 1B ⇒ 𝐹𝐺 and 𝜀• : 𝐺𝐹 ⇒ 1A be the unit and
counit of the adjunction 𝜗 , and suppose that all the fibre products of B are representable;
then for every 𝐵 ∈ Ob(B) the functor 𝐺/𝐵 : B/𝐵 → A /𝐺𝐵 admits a right adjoint

𝐹/𝐵 : A /𝐺𝐵 → B/𝐵.
Indeed, for every object (𝑔 : 𝐴→ 𝐺𝐵) of A /𝐺𝐵 let us fix a cartesian diagram :

𝐹 ∗𝐴
𝐹 ∗𝑔 //

𝜂∗
𝐴
��

𝐵

𝜂𝐵
��

𝐹𝐴
𝐹𝑔 // 𝐹𝐺𝐵.

If ℎ/𝐺𝐵 : (𝐴,𝑔) → (𝐴′, 𝑔′) is a morphism of A /𝐺𝐵, the universal property of the fibre
product yields a unique morphism 𝐹 ∗ℎ : 𝐹 ∗𝐴 → 𝐹 ∗𝐴′ of B such that 𝐹 ∗𝑔′ ◦ 𝐹 ∗ℎ = 𝐹 ∗𝑔
and 𝜂∗

𝐴′ ◦ 𝐹 ∗ℎ = 𝐹ℎ ◦ 𝜂∗
𝐴
. With this notation, we set

𝐹/𝐵 (𝐴,𝑔) := (𝐹 ∗𝐴, 𝐹 ∗𝑔) and 𝐹/𝐵 (ℎ/𝐺𝐵) := 𝐹 ∗ℎ/𝐵 : 𝐹/𝐵 (𝐴,𝑔) → 𝐹/𝐵 (𝐴′, 𝑔′)
for every such (𝐴,𝑔) andℎ/𝐺𝐵. It is easily seen that these rules define a functor as sought.
In order to check that 𝐹/𝐵 is right adjoint to 𝐺/𝐵 , consider any morphism

𝐺/𝐵 (𝐵′
𝑓
−→ 𝐵)

ℎ/𝐺𝐵
−−−−→ (𝐴

𝑔
−→ 𝐺𝐵) in A /𝐺𝐵.
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Hence, ℎ : 𝐺𝐵′ → 𝐴 is a morphism in A with 𝑔 ◦ ℎ = 𝐺𝑓 , and we notice that :
𝐹𝑔 ◦ 𝜗𝐴𝐵′ (ℎ) = 𝐹𝑔 ◦ 𝐹ℎ ◦ 𝜂𝐵′ = 𝐹𝐺 𝑓 ◦ 𝜂𝐵′ = 𝜂𝐵 ◦ 𝑓 .

It follows that there exists a unique morphism 𝑘 : 𝐵′ → 𝐹 ∗𝐴 of B such that 𝜂∗
𝐴
◦ 𝑘 =

𝜗𝐴𝐵′ (ℎ) and 𝐹 ∗𝑔 ◦ 𝑘 = 𝑓 . With this notation, we set
(𝜗/𝐵)𝑔,𝑓 (ℎ/𝐺𝐵) := 𝑘/𝐵 : (𝐵′, 𝑓 ) → 𝐹/𝐵 (𝐴,𝑔) in B/𝐵.

Conversely, to everymorphism𝑘/𝐵 : (𝐵′, 𝑓 ) → 𝐹/𝐵 (𝐴,𝑔) ofB/𝐵we attach themorphism
ℎ := 𝜗−1

𝐴𝐵′ (𝜂∗𝐴 ◦𝑘) : 𝐺𝐵′ → 𝐴. Let us show that ℎ/𝐺𝐵 : 𝐺/𝐵 (𝐵′, 𝑓 ) → (𝐴,𝑔) is a morphism
in A /𝐺𝐵; recalling that 𝐹 ∗𝑔 ◦ 𝑘 = 𝑓 , it suffices to compute :

𝑔 ◦ ℎ = 𝑔 ◦ 𝜀𝐴 ◦𝐺 (𝜂∗𝐴 ◦ 𝑘) = 𝜀𝐺𝐵 ◦𝐺𝐹𝑔 ◦𝐺 (𝜂∗𝐴 ◦ 𝑘) = 𝜀𝐺𝐵 ◦𝐺 (𝜂𝐵 ◦ 𝐹 ∗𝑔 ◦ 𝑘)
= 𝜀𝐺𝐵 ◦𝐺 (𝜂𝐵 ◦ 𝑓 ) = 𝐺𝑓

where the last equality follows from the triangular identities for the unit and counit
(𝜂•, 𝜀•) (see [13, Prob.2.13(iii,iv)]). Hence the map

(𝜗/𝐵)𝑔,𝑓 : A /𝐺𝐵(𝐺/𝐵 (𝐵′, 𝑓 ), (𝐴,𝑔)) → B/𝐵((𝐵′, 𝑓 ), 𝐹/𝐵 (𝐴,𝑔))
is a bijectionwith inverse given by the rule : 𝑘/𝐵 ↦→ 𝜗−1

𝐴𝐵′ (𝜂∗𝐴◦𝑘)/𝐺𝐵. Indeed, by definition
(𝜗/𝐵)𝑔,𝑓 (𝜗−1𝐴𝐵′ (𝜂∗𝐴 ◦ 𝑘)/𝐺𝐵) is the morphism (𝐵′, 𝑓 ) → 𝐹/𝐵 (𝐴,𝑔) of B/𝐵 determined by
the pair (𝜗𝐴𝐵′𝜗−1𝐴𝐵′ (𝜂∗𝐴 ◦ 𝑘), 𝑓 ) = (𝜂∗𝐴 ◦ 𝑘, 𝑓 ), which is just 𝑘/𝐵, and on the other hand,
𝜗−1
𝐴𝐵′ (𝜂∗𝐴 ◦ (𝜗/𝐵)𝑔,𝑓 (ℎ/𝐺𝐵)) = 𝜗−1𝐴𝐵′ ◦ 𝜗𝐴𝐵′ (ℎ) = ℎ, whence the contention. The naturality
of (𝜗/𝐵)𝑔,𝑓 with respect to𝑔 and 𝑓 follows by a simple inspection : details left to the reader.
• Dually, we see that if all the amalgamated sums ofA are representable, then for every

𝐴 ∈ Ob(A ) the functor 𝐴/𝐹 : 𝐴/A → 𝐹𝐴/B admits a left adjoint

𝐴/𝐺 : 𝐹𝐴/B → 𝐴/A
which the reader is invited to spell out. See also remark 1.6.9(ii).

1.5. Coinitial and cofinal functors. Let 𝐼 and C be two categories, and 𝐹 : 𝐼 → C any
functor. For the computation of the limit or colimit of 𝐹 , it may sometimes be desirable
to replace the indexing category 𝐼 by simpler ones. That is, we would like to be able to
detect whether a given functor 𝜙 : 𝐽 → 𝐼 induces an isomorphism from the colimit of 𝐹
to that of 𝐹 ◦ 𝜙 , and if possible, to construct useful functors of this type, to aid with the
calculation of limits or colimits. Concerning the first aim, one has a general criterion, for
which we shall need the following :

Definition 1.5.1. Let 𝐼 , 𝐽 be two categories, and 𝜙 : 𝐽 → 𝐼 a functor.
(i) We say that 𝜙 is cofinal if the slice category 𝑖/𝜙 𝐽 is connected, for every 𝑖 ∈ Ob(𝐼 )

(see definition 1.1.6(iii)).
(ii) We say that 𝜙 is coinitial if 𝜙op : 𝐽 op → 𝐼op is cofinal.
(iii) If 𝜙 is the inclusion functor of a subcategory 𝐽 of 𝐼 , and 𝜙 is cofinal (resp. coinitial)

we also say that 𝐽 is cofinal in 𝐼 (resp. that 𝐽 is coinitial in 𝐼 ).
(iv) We say that a category C is cofinally small (resp. coinitially small) if there exists a

small category B with a cofinal (resp. coinitial) functor B → C .

Proposition 1.5.2. With the notation of definition 1.5.1, we have :
(i) 𝜙 is a cofinal functor⇔ for every category A , every𝐴 ∈ Ob(A ), every 𝐹 ∈ Ob(A 𝐼 )

and every co-cone 𝜏• : 𝐹 ◦𝜙 ⇒ 𝑐𝐴, there exists a unique co-cone 𝜂• : 𝐹 ⇒ 𝑐𝐴 with 𝜏• = 𝜂•★𝜙 .
(ii) 𝜙 is a coinitial functor⇔ for every A , 𝐴, 𝐹 as in (i), and every cone 𝜏• : 𝑐𝐴 ⇒ 𝐹 ◦ 𝜙 ,

there exists a unique cone 𝜂• : 𝑐𝐴 ⇒ 𝐹 such that 𝜏• = 𝜂• ★𝜙 .
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Proof. By duality, it suffices to prove (i). Then, suppose first that the condition of (i) holds
for every A , 𝐴, 𝐹 and 𝜏•; for every 𝑖 ∈ Ob(𝐼 ), consider the functor

𝐼 (𝑖,−) : 𝐼 → Set 𝑖′ ↦→ 𝐼 (𝑖, 𝑖′) (𝑖′ 𝑢−→ 𝑖′′) ↦→ (𝐼 (𝑖, 𝑖′) 𝑢∗−→ 𝐼 (𝑖, 𝑖′′))
where we define 𝑢∗ (𝑣) := 𝑢 ◦ 𝑣 for every 𝑣 ∈ 𝐼 (𝑖, 𝑖′). To every set 𝑆 and every co-cone
𝜏• : 𝐼 (𝑖,−) ◦ 𝜙 ⇒ 𝑐𝑆 we attach the map

𝑔𝜏 : Ob(𝑖/𝜙 𝐽 ) → 𝑆 ( 𝑗, 𝑖 𝑣−→ 𝜙 𝑗) ↦→ 𝜏 𝑗 (𝑣).

Claim 1.5.3. (i) The map 𝑔𝜏 factors through a (unique) map 𝑔𝜏 : 𝜋0 (𝑖/𝜙 𝐽 ) → 𝑆 .
(ii) Conversely, for every map 𝑓 : 𝜋0 (𝑖/𝜙 𝐽 ) → 𝑆 there exists a unique co-cone 𝜏• :

𝐼 (𝑖,−) ◦ 𝜙 ⇒ 𝑐𝑆 such that 𝑓 = 𝑔𝜏 (notation of example 1.2.6).

Proof : (i): Clearly it suffices to check that 𝑔𝜏 (𝑣) = 𝑔𝜏 (𝑣 ′) for every object ( 𝑗, 𝑖 𝑣−→ 𝜙 𝑗)
and every morphism 𝑖/𝑢 : ( 𝑗, 𝑣) → ( 𝑗 ′, 𝑣 ′) of 𝑖/𝜙 𝐽 . But since 𝑣 ′ = 𝜙 (𝑢)∗ (𝑣) we have
𝜏 𝑗 ′ (𝑣 ′) = 𝜏 𝑗 ′ (𝜙 (𝑢)∗ (𝑣)) = 𝜏 𝑗 (𝑣), whence the assertion.

(ii): Let 𝑝 : Ob(𝑖/𝜙 𝐽 ) → 𝜋0 (𝑖/𝜙 𝐽 ) be the projection; for every 𝑗 ∈ Ob(𝐽 ) we let
𝜏 𝑗 : 𝐼 (𝑖, 𝜙 𝑗) → 𝑆 be the map such that 𝜏 𝑗 (𝑣) := 𝑓 ◦ 𝑝 (𝑣) for every 𝑣 ∈ 𝐼 (𝑖, 𝜙 𝑗). It is easily
seen that the system (𝜏 𝑗 | 𝑗 ∈ Ob(𝐽 )) yields the sought co-cone 𝜏•, and the uniqueness of
𝜏• is clear. 3

Now, by applying claim 1.5.3 with 𝜙 := 1𝐼 , we get as well, for every set 𝑆 , a bijective
correspondence between the co-cones 𝜂• : 𝐼 (𝑖,−) ⇒ 𝑐𝑆 and the associated maps 𝑔𝜂 :
𝜋0 (𝑖/𝐼 ) → 𝑆 ; moreover, by inspection of the constructions we see that :

𝑔𝜂•★𝜙 = 𝑔𝜂 ◦ 𝜋0 (𝑖/𝜙).
Summing up, under our assumption for 𝜙 , claim 1.5.3 implies that 𝜋0 (𝑖/𝜙) is a bijection
𝜋0 (𝑖/𝜙 𝐽 ) ∼−→ 𝜋0 (𝑖/𝐼 ). But 𝜋0 (𝑖/𝐼 ) is a set of cardinality one, since 𝑖/𝐼 has an initial object;
on the other hand, 𝑖/𝜙 𝐽 is connected if and only if 𝜋0 (𝑖/𝜙 𝐽 ) is a set of cardinality one, so
the condition for 𝜙 in (i), with A := Set and every functor 𝐹 := 𝐼 (𝑖,−), implies that 𝜙 is
cofinal, as stated.

Conversely, suppose that 𝜙 is cofinal, let 𝐹 ∈ Ob(A 𝐼 ), and consider two co-cones
𝜂•, 𝜂′• : 𝐹 ⇒ 𝑐𝐴 such that 𝜂•★𝜙 = 𝜂′•★𝜙 ; by assumption, for every 𝑖 ∈ Ob(𝐼 ) the category
𝑖/𝜙 𝐽 is non-empty, so pick any morphism 𝑢 : 𝑖 → 𝜙 𝑗 in 𝐼 . We then have :

𝜂𝑖 = 𝜂𝜙 𝑗 ◦ 𝐹𝑢 = 𝜂′
𝜙 𝑗
◦ 𝐹𝑢 = 𝜂′𝑖

so 𝜂• = 𝜂′•. It remains to check that every co-cone 𝜏• : 𝐹 ◦ 𝜙 ⇒ 𝑐𝐴 equals 𝜂• ★𝜙 for some
co-cone 𝜂• : 𝐹 ⇒ 𝑐𝐴. To this aim, we claim that the map

𝜏• : Ob(𝑖/𝜙 𝐽 ) → Mor(A ) (𝑖 𝑢−→ 𝜙 𝑗) ↦→ (𝐹𝑖
𝜏 𝑗◦𝐹𝑢−−−−→ 𝐴)

is constant for every 𝑖 ∈ Ob(𝐼 ). Indeed, say that 𝜙 𝑗 ′
𝑢′←− 𝑖 𝑢−→ 𝜙 𝑗 are two morphisms of

A ; we need to check that 𝜏 𝑗 ◦ 𝐹𝑢 = 𝜏 𝑗 ′ ◦ 𝐹𝑢′, and since 𝑖/𝜙 𝐽 is connected, we may assume
that there exists 𝑣 ∈ 𝐽 ( 𝑗, 𝑗 ′) such that 𝜙 (𝑣) ◦ 𝑢 = 𝑢′. Then :

𝜏 𝑗 ′ ◦ 𝐹𝑢′ = 𝜏 𝑗 ′ ◦ 𝐹 (𝜙𝑣) ◦ 𝐹𝑢 = 𝜏 𝑗 ◦ 𝐹𝑢
as required. We then obtain a well-defined map 𝜂• : Ob(𝐼 ) → Mor(A ) such that 𝜏 𝑗 ◦𝐹𝑢 =

𝜂𝑖 for every 𝑖 ∈ Ob(𝐼 ) and every morphism 𝑢 : 𝑖 → 𝜙 𝑗 of 𝐼 ; to conclude, it suffices to
check that 𝜂• is a co-cone 𝐹 ⇒ 𝑐𝐴. Indeed, let𝑤 ∈ 𝐼 (𝑖, 𝑖′), and pick (𝑖 𝑢−→ 𝜙 𝑗) ∈ Ob(𝑖/𝜙 𝐽 )
and (𝑖′ 𝑢

′
−→ 𝜙 𝑗 ′) ∈ Ob(𝑖′/𝜙 𝐽 ); we have just seen that 𝜏 (𝑖, 𝑢) = 𝜏 (𝑖, 𝑢′ ◦𝑤) = 𝜏 (𝑖′, 𝑢′) ◦ 𝐹𝑤 ,

i.e. 𝜂𝑖 = 𝜂𝑖′ ◦ 𝐹𝑤 , whence the contention. □
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Corollary 1.5.4. Let 𝐼 , 𝐽 ,A be three categories, 𝜙 : 𝐽 → 𝐼 and 𝐹 : 𝐼 → A two functors,
𝐴 ∈ Ob(A ), 𝜂• : 𝑐𝐴 ⇒ 𝐹 a cone, and 𝜏• : 𝐹 ⇒ 𝑐𝐴 a co-cone. We have :

(i) Suppose that 𝜙 is cofinal; then 𝜏• is universal⇔ the same holds for 𝜏• ★𝜙 .

(ii) Suppose that 𝜙 is coinitial; then 𝜂• is universal⇔ the same holds for 𝜂• ★𝜙 .

Proof. By duality, it suffices to prove (i). Hence, suppose first that 𝜏• is universal, and
let 𝛽• : 𝐹 ★ 𝜙 ⇒ 𝑐𝐴′ be another co-cone; by virtue of proposition 1.5.2(i), there exists a
unique co-cone 𝛼• : 𝐹 ⇒ 𝑐𝐴′ such that 𝛽• = 𝛼• ★ 𝜙 , and then 𝛼• = 𝑐 𝑓 ◦ 𝜏• for a unique
𝑓 ∈ A (𝐴,𝐴′), so that 𝛽• = 𝑐 𝑓 ◦ (𝜏• ★ 𝜙). Suppose next that 𝛽• = 𝑐𝑔 ◦ (𝜏• ★ 𝜙) for some
other 𝑔 ∈ A (𝐴,𝐴′); then (𝑐 𝑓 ◦𝜏•)★𝜙 = (𝑐𝑔 ◦𝜏•)★𝜙 , so 𝑐 𝑓 ◦𝜏• = 𝑐𝑔 ◦𝜏•, again by virtue of
proposition 1.5.2(i), and finally, 𝑓 = 𝑔, by the universality of 𝜏•. Hence, 𝜏•★𝜙 is universal.

The proof of the converse assertion is similar, and shall be left to the reader. □

Remark 1.5.5. (i) A direct inspection shows that the proof of proposition 1.5.2 also gives
the following criterion. A functor 𝜙 : 𝐽 → 𝐼 is cofinal⇔ for every class-valued functor
𝐹 on 𝐼 , every class 𝐴, and every co-cone 𝜏• : 𝐹 ◦ 𝜙 ⇒ 𝑐𝐴, there exists a unique co-cone
𝜂• : 𝐹 ⇒ 𝑐𝐴 with 𝜏• = 𝜂• ★𝜙 (see definition 1.2.12).

(ii) Dually, a functor 𝜙 : 𝐽 → 𝐼 is coinitial⇔ for every 𝐹 and 𝐴 as in (i) and every
cone 𝜏• : 𝑐𝐴 ⇒ 𝐹 ◦ 𝜙 , there exists a unique cone 𝜂• : 𝑐𝐴 ⇒ 𝐹 with 𝜏• = 𝜂• ★𝜙 .

(iii) Likewise, corollary 1.5.4 admits the following variant. Let 𝜙 : 𝐽 → 𝐼 be a cofinal
functor, 𝐹 a class-valued functor on 𝐼 , and𝐴 a class; then a co-cone 𝜏• : 𝐹 ⇒ 𝑐𝐴 is a global
if and only if the same holds for 𝜏• ★ 𝜙 . Dually, if 𝜙 is coinitial, then a cone 𝜂• : 𝑐𝐴 ⇒ 𝐹

is global if and only if the same holds for 𝜂• ★𝜙 (see example 1.2.13(ii,iv)).

Corollary 1.5.6. (i) Let 𝐼
𝜙
−→ 𝐽

𝜓
−→ 𝐾 be two functors, and suppose that 𝜙 is cofinal (resp.

coinitial). Then𝜓 is cofinal (resp. coinitial) if and only if the same holds for𝜓 ◦ 𝜙 .

(ii) Let 𝐼
𝜙
−→ 𝐽

𝐹−→ A
𝐺−→ B be three functors, and suppose that𝜙 is cofinal (resp. conitial).

Then𝐺 preserves the colimit (resp. limit) of 𝐹⇔𝐺 preserves the colimit (resp. limit) of 𝐹 ◦𝜙 .
Also, 𝐺 reflects the colimit (resp. limit) of 𝐹 ⇔ 𝐺 reflects the colimit (resp. limit) of 𝐹 ◦ 𝜙 .

Proof. This follows straighforwardly from proposition 1.5.2 and corollary 1.5.4. □

Proposition 1.5.7. Let 𝐼 , 𝐽 be two categories, and 𝜙 : 𝐽 → 𝐼 a functor. We have :

(i) If 𝐽 is filtered, then 𝜙 is cofinal if and only if the following conditions hold :

(a) For every 𝑖 ∈ Ob(𝐼 ) there exist 𝑗 ∈ Ob(𝐽 ) and a morphism 𝑖 → 𝜙 ( 𝑗) in 𝐼 .
(b) For every 𝑖 ∈ Ob(𝐼 ), every 𝑗 ∈ Ob(𝐽 ) and every pair of morphisms 𝑓 , 𝑔 : 𝑖 ⇒ 𝜙 ( 𝑗)

in 𝐼 , there exists ℎ ∈ 𝐽 ( 𝑗, 𝑗 ′) such that 𝜙 (ℎ) ◦ 𝑓 = 𝜙 (ℎ) ◦ 𝑔.

(ii) If 𝐽 is filtered and 𝜙 is cofinal, then 𝐼 is filtered.

(iii) If 𝐼 is filtered, and condition (i.a) is fulfilled, the following holds :

(a) If 𝜙 is full, then 𝜙 is cofinal and 𝐽 is directed.

(b) If 𝜙 is fully faithful, then 𝐽 is filtered.

Proof. (i): Suppose first that 𝑖/𝜙 𝐽 is connected for every 𝑖 ∈ Ob(𝐼 ); then clearly (i.a) holds,
and we notice :

Claim 1.5.8. The category 𝑖/𝜙 𝐽 is directed.
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Proof : Indeed, let 𝜙 𝑗
𝑢←− 𝑖 𝑢′−→ 𝜙 𝑗 ′ be two objects of 𝑖/𝜙 𝐽 ; we need to exhibit (𝑖 𝑢′′−−→ 𝜙 𝑗 ′′) ∈

Ob(𝑖/𝜙 𝐽 ) and morphisms 𝑗
𝑣−→ 𝑗 ′′

𝑣′←− 𝑗 ′ in 𝐽 such that 𝜙 (𝑣) ◦ 𝑢 = 𝑢′′ = 𝜙 (𝑣 ′) ◦ 𝑢′. Now,
by assumption there exists a commutative diagram in 𝐼 :

𝑖
𝑢

tt

𝑢′

,,
𝑢1yy

𝑢2
�� 𝑢𝑘

**
𝜙 𝑗

𝜙 (𝑣0 )
// 𝜙 𝑗1 𝜙 𝑗2

𝜙 (𝑣1 )
oo

𝜙 (𝑣2 )
// · · · 𝜙 𝑗𝑘

𝜙 (𝑣𝑘−1 )
oo

𝜙 (𝑣𝑘 )
// 𝜙 𝑗 ′

and we argue by induction on the length 𝑘 of the horizontal chain of morphisms. Notice
that the length 𝑘 is always even, since the direction of each arrow 𝑣𝑟 is rightward if 𝑟 is
even and leftward if 𝑟 is odd. If 𝑘 = 0, the diagram consists of a unique morphism 𝑗

𝑣0−→ 𝑗 ′,
so we can take 𝑗 ′′ := 𝑗 ′, 𝑣 := 𝑣0 and 𝑣 ′ := 1𝑗 ′ . Next, suppose that 𝑘 > 1, and that suitable
𝑣, 𝑣 ′ have already been exhibited for every pair of objects of 𝑖/𝜙 𝐽 linked by a chain of
morphisms of length 𝑘 − 2. Since 𝐽 is filtered, we may find 𝑗 ′

𝑘−1 ∈ Ob(𝐽 ) and morphisms

𝑗𝑘−1
𝑤−→ 𝑗 ′

𝑘−1
𝑤′←−− 𝑗 ′ such that 𝑤 ◦ 𝑣𝑘−1 = 𝑤 ′ ◦ 𝑣𝑘 ; then we get a commutative diagram of

length 𝑘 − 2 :

𝑖
𝑢

ss

𝑡

,,
𝑢1

ww
𝑢2
�� 𝑢𝑘−2

++
𝜙 𝑗

𝑣0
// 𝜙 𝑗1 𝜙 𝑗2

𝜙 (𝑣1 )
oo

𝜙 (𝑣2 )
// · · · 𝜙 𝑗𝑘−2

𝜙 (𝑣𝑘−3 )
oo

𝜙 (𝑤◦𝑣𝑘−2 )
// 𝜙 𝑗 ′

𝑘−1

with 𝑡 := 𝜙 (𝑤) ◦ 𝑢𝑘−1. By induction, we then get morphisms 𝑗
𝑠−→ 𝑙

𝑠′←− 𝑗 ′
𝑘−1 in 𝐽 with

𝜙 (𝑠) ◦ 𝑢 = 𝜙 (𝑠′) ◦ 𝑡 ; then we can take 𝑗 ′′ := 𝑙 , 𝑣 := 𝑠 and 𝑣 ′ := 𝑠′ ◦𝑤 ′. 3

Claim 1.5.8 implies that, for 𝑓 , 𝑔 as in (i.b), there exist 𝑗 ′ ∈ Ob(𝐽 ) and ℎ1, ℎ2 ∈ 𝐽 ( 𝑗, 𝑗 ′)
such that 𝜙 (ℎ1) ◦ 𝑓 = 𝜙 (ℎ2) ◦ 𝑔. But since 𝐽 is filtered, we may then find ℎ′ ∈ 𝐽 ( 𝑗 ′, 𝑗 ′′)
such that ℎ′ ◦ ℎ1 = ℎ′ ◦ ℎ2, so (i.b) holds with ℎ := ℎ′ ◦ ℎ1.

Conversely, if (i.a) holds, then 𝑖/𝜙 𝐽 is non-empty for every 𝑖 ∈ Ob(𝐼 ). Next, let 𝑔 :
𝑖 → 𝜙 (𝑘) and 𝑔′ : 𝑖 → 𝜙 (𝑘 ′) be any two objects of 𝑖/𝜙 𝐽 ; since 𝐽 is directed we may find
morphisms ℎ : 𝑘 → 𝑗 and ℎ′ : 𝑘 ′ → 𝑗 for some 𝑗 ∈ Ob(𝐽 ), whence the pair of objects
𝜙 (ℎ) ◦ 𝑔, 𝜙 (ℎ′) ◦ 𝑔′ : 𝑖 ⇒ 𝜙 ( 𝑗) of 𝑖/𝜙 𝐽 , and using (i.b) we find an object 𝑔′′ : 𝑖 → 𝜙 ( 𝑗 ′)
and morphisms 𝑔→ 𝑔′′, 𝑔′ → 𝑔′′ in 𝑖/𝜙 𝐽 , i.e. 𝑖/𝜙 𝐽 is directed.

(ii): Let us check that 𝐼 is directed : if 𝑖, 𝑖′ ∈ Ob(𝐼 ), by condition (i.a) we may find
𝑗, 𝑗 ′ ∈ Ob(𝐽 ) and morphisms 𝑓 : 𝑖 → 𝜙 ( 𝑗), 𝑓 ′ : 𝑖′ → 𝜙 ( 𝑗 ′) in 𝐼 , and since 𝐽 is directed,

we have as well morphisms 𝑗
𝑔
−→ 𝑗 ′′

𝑔′

←− 𝑗 ′ in 𝐽 , for some 𝑗 ′′ ∈ Ob(𝐽 ), whence morphisms
𝜙 (𝑔) ◦ 𝑓 : 𝑖 → 𝜙 ( 𝑗 ′′) and 𝜙 (𝑔′) ◦ 𝑓 ′ : 𝑖′ → 𝜙 ( 𝑗 ′′) in 𝐼 . It remains to check the coequalizing
condition of definition 1.1.6(v), but the latter is an immediate consequence of conditions
(i.a) and (i.b).

(iii.a): It has already been remarked that condition (i.a) says that the category 𝑖/𝜙 𝐽 is
non-empty for every 𝑖 ∈ Ob(𝐼 ). Next, let 𝑔 : 𝑖 → 𝜙 (𝑘) and 𝑔′ : 𝑖 → 𝜙 (𝑘 ′) be two objects
of 𝑖/𝜙 𝐽 . Since 𝐼 is filtered, we may find 𝑖′ ∈ Ob(𝐼 ) and morphisms 𝜙 (𝑘) ℎ−→ 𝑖′

ℎ′←− 𝜙 (𝑘 ′)
of 𝐼 such that 𝑓 := ℎ ◦ 𝑔 = ℎ′ ◦ 𝑔′, and by (i.a) we find 𝑘 ′′ ∈ Ob(𝐽 ) with a morphism
𝑙 : 𝑖′ → 𝜙 (𝑘 ′′) in 𝐼 ; then, since 𝜙 is full, there exist morphisms 𝑘

𝑡−→ 𝑘 ′′
𝑡 ′←− 𝑘 ′ in 𝐽 with

𝜙 (𝑡) = 𝑙 ◦ℎ and 𝜙 (𝑡 ′) = 𝑙 ◦ℎ′. Then 𝑙 ◦ 𝑓 : 𝑖 → 𝜙 (𝑘 ′′) is an object of 𝑖/𝜙 𝐽 with morphisms

(𝑘,𝑔)
𝑖/𝑡
−−→ (𝑘 ′′, 𝑙 ◦ 𝑓 )

𝑖/𝑡 ′
←−− (𝑘 ′, 𝑔′), so 𝑖/𝜙 𝐽 is directed; this shows that 𝜙 is cofinal. Next, let
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𝑗, 𝑗 ′ ∈ Ob(𝐽 ); since 𝐼 is filtered, there exists 𝑖 ∈ Ob(𝐼 ) with morphisms 𝜙 ( 𝑗)
𝑔
−→ 𝑖

𝑔′

←− 𝜙 ( 𝑗 ′)
in 𝐼 . Since (i.a) holds, there exist 𝑘 ∈ Ob(𝐽 ) and ℎ ∈ 𝐼 (𝑖, 𝜙 (𝑘)), and since 𝜙 is full, there
exist morphisms 𝑗

𝑡−→ 𝑘
𝑡 ′←− 𝑗 ′ in 𝐽 with 𝜙 (𝑡) = ℎ ◦ 𝑔 and 𝜙 (𝑡 ′) = ℎ ◦ 𝑔′; so, 𝐽 is directed.

(iii.b): Clearly the assumptions show that Ob(𝐽 ) ≠ ∅, and we know already that 𝐽 is
directed, by (iii.a). Next, let 𝑔,𝑔′ : 𝑗 ⇒ 𝑗 ′ be two morphisms in 𝐽 ; since 𝐼 is filtered, we
have a morphism ℎ : 𝜙 ( 𝑗 ′) → 𝑖 in 𝐼 such that ℎ ◦ 𝜙 (𝑔) = ℎ ◦ 𝜙 (𝑔′), and since (i.a) holds,
there exists 𝑗 ′′ ∈ Ob(𝐽 ) with a morphism 𝑙 : 𝑖 → 𝜙 ( 𝑗 ′′) in 𝐼 . Since 𝜙 is full, there exists
𝑡 ∈ 𝐽 ( 𝑗 ′, 𝑗 ′′) such that 𝜙 (𝑡) = 𝑙 ◦ ℎ, so that 𝜙 (𝑡 ◦ 𝑔) = 𝜙 (𝑡 ◦ 𝑔′), and since 𝜙 is faithful, we
must then have 𝑡 ◦ 𝑔 = 𝑡 ◦ 𝑔′, so 𝐽 is filtered. □

Example 1.5.9. (i) If 𝐼 is a filtered category, and 𝑖 ∈ Ob(𝐼 ), it is easily seen that the
category 𝑖/𝐼 is again filtered; moreover, the target functor t𝑖 : 𝑖/𝐼 → 𝐼 fulfills conditions
(a) and (b) of proposition 1.5.7(i), so it is cofinal. Dually, if 𝐼 is cofiltered, then the same
holds for 𝐼/𝑖 , and the source functor s𝑖 : 𝐼/𝑖 → 𝐼 is coinitial.

(ii) If 𝐼 admits a final object 𝑖0, then the inclusion functor 𝐽 → 𝐼 of the (full) subcategory
𝐽 of 𝐼 with Ob(𝐽 ) = {𝑖0} fulfills conditions (a) and (b) of proposition 1.5.7(i), so it is cofinal
(and 𝐼 is trivially filtered). Then, let 𝐹 : 𝐼 → C be any functor, and 𝜏• : 𝐹 ⇒ 𝑐𝐿 a
universal co-cone; with corollary 1.5.4(i) we see that 𝐹𝑖0 represents the colimit of 𝐹 , and
𝜏𝑖0 : 𝐹𝑖0 → 𝐿 is an isomorphism inC . Dually, if 𝑖′0 is any initial object of 𝐼 , and 𝜏

′
• : 𝑐𝐿′ ⇒ 𝐹

any universal cone, then 𝐹𝑖′0 represents the limit of 𝐹 and 𝜏 ′
𝑖′0
: 𝐿′ → 𝐹𝑖′0 is an isomorphism.

Remark 1.5.10. (i) With the notation of lemma 1.4.7, suppose that 𝐼 has a final object 𝑒;
then it is easily seen that the inclusion functor 𝑗 : 𝐼 → 𝐼◦ has a left inverse 𝑝 : 𝐼◦ → 𝐼

with 𝑝 (∅) := 𝑒 , and both 𝑗 and 𝑝 are coinitial. With corollary 1.5.4(i) we deduce that A
is 𝐼 -complete⇔A is 𝐼◦-complete. Summing up, in light of lemma 1.4.7(i,iii) we conclude
that for every such 𝐼 and every 𝐴 ∈ Ob(A ), if A is 𝐼 -complete, the same holds for A /𝐴;
moreover, if the functor𝐺 : A → B preserves 𝐼 -limits, the same holds for𝐺/𝐴 : A /𝐴→
B/𝐺𝐴 (corollary 1.5.6(ii)). Dually, if 𝐼 has an initial object and A is 𝐼 -cocomplete, the
same holds for 𝐴/A , and if moreover 𝐺 preserves 𝐼 -colimits, the same holds for 𝐴/𝐺 .

(ii) LetA be a category with a final object 𝐸, and𝐺 : A → B a functor that preserves
all small (resp. finite) connected limits, and such that 𝐺𝐸 is a final object of B; then 𝐺
preserves all small (resp. finite) limits. Indeed, lemma 1.4.7(iii) implies that for any small
(resp. finite) category 𝐼 , the functor 𝐺/𝐸 : A /𝐸 → B/𝐺𝐸 preserves 𝐼 -limits; but on
the other hand, the source functors A /𝐸 → A and B/𝐺𝐸 → B are isomorphisms of
categories, since 𝐸 and𝐺𝐸 are final, and these isomorphisms identify𝐺/𝐸 with𝐺 , whence
the assertion. Dually, if A has an initial object, and if 𝐺 preserves initial objects and all
small (resp. finite) connected colimits, then 𝐺 preserves all small (resp. finite) colimits.

Example 1.5.11. As a last application, let us show that all filtered wide colimits are rep-
resentable (definition 1.2.9(i)). Indeed, let 𝐼 be a filtered category, and consider a functor

C• : 𝐼 → Cat 𝑖 ↦→ C𝑖 (𝜙 : 𝑖 → 𝑗) ↦→ (C𝜙 : C𝑖 → C𝑗 ).
We deduce a functor Ob(C•) : 𝐼 → Set that assigns to every 𝑖 ∈ Ob(𝐼 ) the set Ob(C𝑖 ),
and to every morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 the map Ob(C𝑖 ) → Ob(C𝑗 ) defined by C𝜙 . We set

𝐿 := colim
𝐼

Ob(C•)

where colim𝐼 denotes the global colimit. According to example 1.2.13(iii), the elements of
𝐿 are the equivalence classes [𝑖, 𝑋 ] of pairs (𝑖, 𝑋 ), where 𝑖 ∈ Ob(𝐼 ) and 𝑋 ∈ Ob(C𝑖 ), for
the equivalence relation ∼ such that (𝑖, 𝑋 ) ∼ ( 𝑗, 𝑌 ) if and only if there exist 𝑘 ∈ Ob(𝐼 ) and
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morphisms 𝑖
𝜙1−−→ 𝑘

𝜙2←−− 𝑗 such that C𝜙1𝑋 = C𝜙2𝑌 . For every 𝑖 ∈ Ob(𝐼 ), let t𝑖 : 𝑖/𝐼 → 𝐼 be
the target functor (see §1.4); notice that for every 𝑖, 𝑗 ∈ Ob(𝐼 ), the objects of the category

(𝑖, 𝑗)/𝐼 := 𝑖/𝐼 ×(t𝑖 ,t𝑗 ) 𝑗/𝐼

are the pairs 𝑖
𝜙1−−→ 𝑘

𝜙2←−− 𝑗 of morphisms of 𝐼 , and the morphisms

(∗) (𝑖, 𝑗)/𝜈 :
(
𝑖
𝜙1−−→ 𝑘

𝜙2←−− 𝑗
)
→

(
𝑖
𝜙 ′1−−→ 𝑘 ′

𝜙 ′2←−− 𝑗
)

are the morphisms 𝜈 : 𝑘 → 𝑘 ′ of 𝐼 such that 𝜈 ◦ 𝜙𝑟 = 𝜙 ′𝑟 for 𝑟 = 1, 2. For every couple of
pairs (𝑖, 𝑋 ), ( 𝑗, 𝑌 ) as in the foregoing, we get a functor

ℎ(𝑖, 𝑋, 𝑗, 𝑌 ) : (𝑖, 𝑗)/𝐼 → Set
(
𝑖
𝜙1−−→ 𝑘

𝜙2←−− 𝑗
)
↦→ C𝑘 (C𝜙1𝑋,C𝜙2𝑌 )

that assigns to every morphism (𝑖, 𝑗)/𝜈 as in (∗) the induced map

C𝑘 (C𝜙1𝑋,C𝜙2𝑌 ) → C𝑘 ′ (C𝜙 ′1𝑋,C𝜙 ′2𝑌 ) 𝑓 ↦→ C𝜈 (𝑓 )
and we consider the global colimit

𝐻 (𝑖, 𝑋, 𝑗, 𝑌 ) := colim
(𝑖, 𝑗 )/𝐼

ℎ(𝑖, 𝑋, 𝑗, 𝑌 ).

Let also t𝑖, 𝑗 : (𝑖, 𝑗)/𝐼 → 𝐼 be the target functor given by the rules : (𝑖 → 𝑘 ← 𝑗) ↦→ 𝑘 , and
(𝑖, 𝑗)/𝜈 ↦→ 𝜈 ; for every 𝑖, 𝑗, 𝑘 ∈ Ob(𝐼 ) we set as well

(𝑖, 𝑗, 𝑘)/𝐼 := (𝑖, 𝑗)/𝐼 ×(t𝑖,𝑗 ,t𝑘 ) 𝑘/𝐼 .
The objects of this category are the systems 𝜙• := (𝜙1 : 𝑖 → 𝑡, 𝜙2 : 𝑗 → 𝑡, 𝜙3 : 𝑘 → 𝑡) of
morphisms of 𝐼 with a common target 𝑡 that we call the target of 𝜙•. The morphisms

(𝑖, 𝑗, 𝑘)/𝜈 : 𝜙• → 𝜙 ′•

are the morphisms 𝜈 of 𝐼 with 𝜈 ◦𝜙𝑟 = 𝜙 ′𝑟 for 𝑟 = 1, 2, 3. With this notation, for every third
pair (𝑘, 𝑍 ) as in the foregoing, we get a system of composition maps

ℎ(𝑖, 𝑋, 𝑗, 𝑌 ) (𝜙•) × ℎ( 𝑗, 𝑌 , 𝑘, 𝑍 ) (𝜙•) → ℎ(𝑖, 𝑋, 𝑘, 𝑍 ) (𝜙•) ∀𝜙• ∈ Ob((𝑖, 𝑗, 𝑘)/𝐼 )
given by the composition law of the category C𝑡 , where 𝑡 is the target of 𝜙•. Clearly this
system of maps is natural with respect to morphisms of (𝑖, 𝑗, 𝑘)/𝐼 ; moreover it is easily
seen that (𝑖, 𝑗, 𝑘)/𝐼 is a filtered category, and then, by the criterion of proposition 1.5.7(i,ii),
the same holds for (𝑖, 𝑗)/𝐼 , ( 𝑗, 𝑘)/𝐼 and (𝑖, 𝑘)/𝐼 , and the obvious projection functors

(𝑖, 𝑗, 𝑘)/𝐼

&&��xx
(𝑖, 𝑗)/𝐼 ( 𝑗, 𝑘)/𝐼 (𝑖, 𝑘)/𝐼

are cofinal. Therefore, in light of remark 1.5.5(iii), taking global colimits over (𝑖, 𝑗, 𝑘)/𝐼 of
the foregoing compatible system of composition maps yields a well-defined map

𝐻 (𝑖, 𝑋, 𝑗, 𝑌 ) × 𝐻 ( 𝑗, 𝑌 , 𝑘, 𝑍 ) → 𝐻 (𝑖, 𝑋, 𝑘, 𝑍 ) (𝑓 , 𝑔) ↦→ 𝑔 ◦ 𝑓
and a simple inspection shows that this composition law is associative : ifℎ ∈ 𝐻 (𝑘, 𝑍, 𝑡,𝑊 )
is any other element, we have ℎ ◦ (𝑔 ◦ 𝑓 ) = (ℎ ◦𝑔) ◦ 𝑓 (details left to the reader); likewise,
the class of 1𝑋 in 𝐻 (𝑖, 𝑋, 𝑖, 𝑋 ) yields a left and right unit for this composition law.

Hence, let us choose for every𝐴 ∈ 𝐿 a representative (𝑖𝐴, 𝑋𝐴); we obtain a well-defined
category L with Ob(L ) := 𝐿 and with L (𝐴, 𝐵) := 𝐻 (𝑖𝐴, 𝑋𝐴, 𝑖𝐵, 𝑋𝐵) for every 𝐴, 𝐵 ∈ 𝐿,
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with the composition law thus defined. Moreover, for every 𝑖 ∈ Ob(𝐼 ) we obtain a well-
defined functor

𝐺𝑖 : C𝑖 → L 𝑋 ↦→ [𝑖, 𝑋 ]
that assigns to every morphism 𝑋 → 𝑌 of C𝑖 its class in L ( [𝑖, 𝑋 ], [𝑖, 𝑌 ]).

Lastly, let 𝐹• := (𝐹𝑖 : C𝑖 → D | 𝑖 ∈ Ob(𝐼 )) be a co-cone with basis C• and whose vertex
is any wide category D . The induced co-cone (Ob(C𝑖 ) → Ob(D) | 𝑖 ∈ Ob(𝐼 )) yields a
well-defined map 𝐿 → Ob(D). Moreover, for every two pairs (𝑖, 𝑋 ), ( 𝑗, 𝑌 ) and every

object (𝑖
𝜙1−−→ 𝑘

𝜙2←−− 𝑗) of (𝑖, 𝑗)/𝐼 , the functor 𝐹𝑘 yields a map

C𝑘 (C𝜙1𝑋,C𝜙2𝑌 ) → D (𝐹𝑘 ◦ C𝜙1𝑋, 𝐹𝑘 ◦ C𝜙2𝑌 ) = D (𝐹𝑖𝑋, 𝐹 𝑗𝑌 )
which defines a co-cone with vertex D (𝐹𝑖𝑋, 𝐹 𝑗𝑌 ) and for basis the functor ℎ(𝑖, 𝑋, 𝑗, 𝑌 ),
whence a well-defined map

𝐹𝑖,𝑋,𝑗,𝑌 : 𝐻 (𝑖, 𝑋, 𝑗, 𝑌 ) → D (𝐹𝑖𝑋, 𝐹 𝑗𝑌 ).
A simple inspection shows that 𝐹𝑖,𝑋,𝑘,𝑍 (𝑔 ◦ 𝑓 ) = 𝐹 𝑗,𝑌 ,𝑘,𝑍 (𝑔) ◦ 𝐹𝑖,𝑋,𝑗,𝑌 (𝑓 ) for every 𝑓 , 𝑔 as
in the foregoing (details left to the reader). We obtain therefore a well-defined functor

𝐹 : L → D 𝐴 ↦→ 𝐹𝑖𝐴 (𝑋𝐴) (𝐴
𝑓
−→ 𝐵) ↦→ 𝐹𝑖𝐴,𝑋𝐴,𝑖𝐵 ,𝑋𝐵 (𝑓 ).

By construction, we have 𝐹 ◦ 𝐺𝑖 = 𝐹𝑖 for every 𝑖 ∈ Ob(𝐼 ), and 𝐹 is clearly the unique
functor fulfilling this system of identities, so L represents the wide colimit of C•, and
𝐺• := (𝐺𝑖 | 𝑖 ∈ Ob(𝐼 )) is a global co-cone with basis C• and vertex L .

Remark 1.5.12. In the situation of example 1.5.11, a simple inspection shows that if 𝐼 is
small, then the same holds for the global colimit L of C•; hence, in this case L also
represents the (usual) colimit of C•, and the global co-cone𝐺• is also a universal co-cone.

1.6. Presheaves.

Definition 1.6.1. (i) Let A be a category. A presheaf over A is a functor

𝐹 : A op → Set.

The natural transformations 𝐹 ⇒ 𝐺 between presheaves over A shall also be called
morphisms of presheaves, and denoted 𝐹 → 𝐺 .

(ii) For every 𝐴 ∈ Ob(A ), the fibre of 𝐹 at 𝐴, denoted

𝐹𝐴 := 𝐹 (𝐴)
is the evaluation of 𝐹 at 𝐴. Its elements are also called the sections of 𝐹 over 𝐴.
(iii) For 𝑢 ∈ A (𝐴, 𝐵), the induced map from 𝐹𝐵 to 𝐹𝐴 will often be denoted

𝑢∗ := 𝐹 (𝑢) : 𝐹𝐵 → 𝐹𝐴 .

(iv) If A is a small category, the presheaves over A form a category :

Â := Fun(A op, Set).

Remark 1.6.2. (i) Let A be a small category. By §1.3.2, the category Â is complete and
cocomplete, and the limits and colimits in Â are computed termwise; moreover, the finite
limits in Â commute with all small filtered colimits, and the fibre products in Â commute
with all small direct sums (example 1.3.7(ii,iv)).

(ii) A morphism 𝑓 : 𝐹 → 𝐺 of Â is a monomorphism (resp. an epimorphism, resp.
an isomorphism)⇔ the map 𝑓𝐴 : 𝐹𝐴 → 𝐺𝐴 is injective (resp. surjective, resp. bijective)
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for every 𝐴 ∈ Ob(A ), by virtue of §1.3.2 and example 1.3.1(i). Furthermore, in light of (i)
and example 1.1.14(i), every monomorphism and every epimorphism of Â is regular.

Definition 1.6.3. (i) With every 𝐴 ∈ Ob(A ) we associate the presheaf

ℎ𝐴 : A op → Set 𝐵 ↦→ A (𝐵,𝐴) (𝐵 𝑢−→ 𝐶) ↦→ (A (𝐶,𝐴) 𝑢
∗
−→ A (𝐵,𝐴))

where 𝑢∗ (𝑠) := 𝑠 ◦𝑢 for every morphism 𝑢 : 𝐶 → 𝐴 of A . We say that a presheaf 𝐹 on A
is representable by 𝐴, if there exists an isomorphism of presheaves ℎ𝐴 ∼−→ 𝐹 . (The latter
means that there is an invertible natural transformation ℎ𝐴 ⇒ 𝐹 , which can be asserted
legitimately even if A is not small, in which case Â is not well defined.)

(ii) Every morphism 𝑓 : 𝐴→ 𝐴′ of A induces a morphism of presheaves

ℎ𝑓 : ℎ𝐴 → ℎ𝐴′

such that ℎ𝑓 (𝐵) : ℎ𝐴 (𝐵) → ℎ𝐴′ (𝐵) is the map :

(𝐵 𝑢−→ 𝐴) ↦→ (𝐵
𝑓 ◦𝑢
−−−→ 𝐴′) ∀𝐵 ∈ Ob(A ),∀𝑢 ∈ ℎ𝐴 (𝐵).

(iii) If A is small, it is easily seen that the rules : 𝐴 ↦→ ℎ𝐴 and 𝑓 ↦→ ℎ𝑓 for every
𝑎 ∈ Ob(A ) and every morphism 𝑓 of A , define a functor :

ℎA : A → Â

that we call the Yoneda embedding of A into Â .

Remark 1.6.4. (i) Notice that for every 𝐴, 𝐵 ∈ Ob(A ) and every set 𝑆 such that 𝐴 (𝑆 ) is
representable in A , we have natural bijections (notation of §1.2.14) :

A (𝐴 (𝑆 ) , 𝐵) ∼−→ Set(𝑆,A (𝐴, 𝐵)) (𝐴 (𝑆 ) 𝑢−→ 𝐵) ↦→ (𝐴
𝑢◦𝑗𝑠−−−→ 𝐵 | 𝑠 ∈ 𝑆)

where ( 𝑗𝑠 : 𝐴 → 𝐴 (𝑆 ) | 𝑠 ∈ 𝑆) is a fixed universal co-cone. Thus, if 𝐴 (𝑆 ) is representable
for every set 𝑆 , then the functor 𝐴 (−) is left adjoint to ℎ𝐴op : A → Set, and especially, it
preserves all representable colimits ([13, Prop.2.49(ii)]).

(ii) Notice that ℎ𝑓 (𝐴) = ℎ𝐴op (𝑓 op) for every 𝐴 ∈ Ob(A ) and 𝑓 ∈ Mor(A ). Also, it is
easily seen that 𝑓 is a monomorphism (resp. a split epimorphism)⇔ ℎ𝑓 (𝐴) is injective
(resp. surjective) for every 𝐴 ∈ Ob(A ).
(iii) Let A and B be two categories, 𝑋 a presheaf on A , and 𝑌 a presheaf on B. Since
(A ×B)op = A op ×Bop, we can define a presheaf on A ×B, denoted

𝑋 ⊠ 𝑌 : (A ×B)op → Set (𝐴, 𝐵) ↦→ 𝑋𝐴 × 𝑌𝐵 .

For every pair of morphisms 𝑓 : 𝐴 → 𝐴′ of A and 𝑔 : 𝐵 → 𝐵′ of B, the induced map
(𝑓 , 𝑔)∗ : (𝑋 ⊠ 𝑌 )𝐴′,𝐵′ → (𝑋 ⊠ 𝑌 )𝐴,𝐵 is of course 𝑓 ∗ × 𝑔∗ : 𝑋𝐴′ × 𝑌𝐵′ → 𝑋𝐴 × 𝑌𝐵 .

Notice that this product operation preserves representable presheaves : indeed, we
have natural isomorphisms

ℎ𝐴 ⊠ ℎ𝐵 ∼−→ ℎ (𝐴,𝐵) ∀𝐴 ∈ Ob(A ),∀𝐵 ∈ Ob(B).

Moreover, every pair of morphisms of presheaves 𝜙 : 𝑋 → 𝑋 ′ over A and𝜓 : 𝑌 → 𝑌 ′

over B induces an obvious morphism of presheaves over A ×B

𝜙 ⊠𝜓 : 𝑋 ⊠ 𝑌 → 𝑋 ′ ⊠ 𝑌 ′ (𝐴, 𝐵) ↦→ 𝜙𝐴 ×𝜓𝐵 .
(iv) Especially, if A and B are small, we get a natural functor :

−⊠ − : Â × B̂ →�A ×B
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making commute the diagram :

A ×B
ℎA ×B

&&
ℎA ×ℎB

xx
Â × B̂

−⊠− // �A ×B.

Theorem 1.6.5. Let A be a category, and 𝐹 a presheaf on A .
(i) (Yoneda’s lemma) For every 𝐴 ∈ Ob(A ) and every 𝑠 ∈ 𝐹𝐴 there exists a unique

natural transformation 𝜔𝑠,• : ℎ𝐴 ⇒ 𝐹 such that 𝜔𝑠,𝐴 (1𝐴) = 𝑠 .
(ii) Especially, if A is small, we have a natural bijection :

𝛾 : Â (ℎ𝐴, 𝐹 ) ∼−→ 𝐹𝐴 (ℎ𝐴
𝑓•−→ 𝐹 ) ↦→ 𝑓𝐴 (1𝐴).

(iii) In particular, if A is small, the Yoneda embedding of A is fully faithful.

Proof. (i,ii): With every 𝑠 ∈ 𝐹𝐴 and every 𝐵 ∈ Ob(A ) we associate the map

𝜔𝑠,𝐵 : ℎ𝐴 (𝐵) → 𝐹𝐵 (𝐵 𝑢−→ 𝐴) ↦→ 𝑢∗ (𝑠).
Let us check that the rule 𝐵 ↦→ 𝜔𝑠,𝐵 yields a natural transformation𝜔𝑠,• : ℎ𝐴 ⇒ 𝐹 . Indeed,
let 𝑣 : 𝐶 → 𝐵 be any morphism of A ; the assertion comes down to the commutativity of
the diagram :

A (𝐵,𝐴)
𝜔𝑠,𝐵 //

ℎ𝑣
��

𝐹𝐵

𝑣∗

��
A (𝐶,𝐴)

𝜔𝑠,𝐶 // 𝐹𝐶

which amounts to the identity : 𝑣∗ ◦ 𝑢∗ = (𝑢 ◦ 𝑣)∗ for every 𝑢 ∈ A (𝐵,𝐴).
By construction,𝜔𝑠,𝐴 (1𝐴) = 𝑠; conversely, if 𝜂• : ℎ𝐴 ⇒ 𝐹 is any natural transformation

with 𝜂𝐴 (1𝐴) = 𝑠 , then we must have 𝜂• = 𝜔𝑠,•, since :

𝜂𝐵 (𝑢) = 𝜂𝐵 ◦ ℎ𝑢 (1𝐴) = 𝑢∗ ◦ 𝜂𝐴 (1𝐴) = 𝑢∗ (𝑠) ∀𝐵 ∈ Ob(A ),∀𝑢 ∈ A (𝐵,𝐴).

(iii): In case 𝐹 = ℎ𝐵 for a given 𝐵 ∈ Ob(A ), the map 𝛾 : Â (ℎ𝐴, ℎ𝐵) → A (𝐴, 𝐵)
precisely assigns to every morphism of presheaves ℎ𝑢 : ℎ𝐴 → ℎ𝐵 the morphism 𝑢 ∈
A (𝐴, 𝐵). But 𝛾 is bijective by (ii), whence the assertion. □

Remark 1.6.6. (i)We often abuse notation, to denote 𝑠 : 𝐴→ 𝐹 themorphism of presheaves
𝜔𝑠,• : ℎ𝐴 → 𝐹 attached, via theorem 1.6.5(i), to 𝐴 ∈ Ob(A ) and 𝑠 ∈ 𝐹𝐴.

(ii) Every functor 𝐻 : A → B between small categories induces a functor

𝐻 ∗ : B̂ → Â 𝐹 ↦→ 𝐹 ◦ 𝐻op (𝐹
𝑓
−→ 𝐺) ↦→ (𝐹 ◦ 𝐻op 𝑓★𝐻 op

−−−−−→ 𝐺 ◦ 𝐻op)

(notation of §1.1.5). After composing with the Yoneda embedding B → B̂, we deduce as
well a functor that, by a slight abuse of notation, we denote also by :

𝐻 ∗ : B → Â .

Explicitly, the latter attaches to every 𝐵 ∈ Ob(B) the presheaf 𝐻 ∗ (𝐵) on A with

𝐻 ∗ (𝐵)𝐴 := B(𝐻 (𝐴), 𝐵) ∀𝐴 ∈ Ob(A )
which assigns to any morphism 𝑢 : 𝐴′ → 𝐴 of A the map

𝑢∗ :𝐻 ∗ (𝐵)𝐴 → 𝐻 ∗ (𝐵)𝐴′ given by the rule : (𝐻 (𝐴) 𝑣−→ 𝐵) ↦→ (𝐻 (𝐴′)
𝑣◦𝐻 (𝑢 )
−−−−−−→ 𝐵) .
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(iii) Notice that the construction of the functor 𝐻 ∗ : B → Â of (ii) makes sense more
generally, for any functor 𝐻 from a small category A to any category B.
(iv) Moreover, every natural transformation 𝜏• : 𝐻 ⇒ 𝐾 between functors𝐻,𝐾 : A →

B induces a natural transformation

𝜏∗• : 𝐾
∗ ⇒ 𝐻 ∗ 𝐹 ↦→ (𝐹 ◦ 𝐾op 𝐹★𝜏

op
•−−−−→ 𝐹 ◦ 𝐻op)

where 𝐻 ∗ and 𝐾∗ may denote either the functors B̂ → Â induced by 𝐻 and 𝐾 , or else
their respective compositions B → Â with Yoneda embeddings, as in (ii).

1.6.7. Uniqueness of adjoints. Let A ,B be two categories, and
𝐹 : A ⇄ B : 𝐺

a pair of functors. An adjunction for the pair (𝐹,𝐺) is equivalent to the datum of a family
of isomorphisms of presheaves :

(†) 𝜗𝐵,• : ℎ𝐵 ◦ 𝐹 op ∼−→ ℎ𝐺𝐵 ∀𝐵 ∈ Ob(B)
such that the following diagram commutes (see [13, Prob.2.10]) :

(∗)
ℎ𝐵 ◦ 𝐹 op

𝜗𝐵,• //

ℎ𝑣★𝐹
op

��

ℎ𝐺𝐵

ℎ𝐺𝑣
��

ℎ𝐵′ ◦ 𝐹 op
𝜗𝐵′,• // ℎ𝐺𝐵′ .

∀𝐵, 𝐵′ ∈ Ob(B),∀𝑣 ∈ B(𝐵, 𝐵′)

It follows that a right adjoint for 𝐹 is equivalent to the datum of a map 𝐺 : Ob(B) →
Ob(A ), together with a system of isomorphisms (†) : indeed, for every morphism 𝑣 :
𝐵 → 𝐵′ of B, a unique morphism 𝐺𝑣 : 𝐺𝐵 → 𝐺𝐵′ of A is then determined by requiring
that the diagram (∗) commutes, by virtue of Yoneda’s lemma (theorem 1.6.5(i)), and the
uniqueness property of 𝐺𝑣 easily implies that 𝐺1𝐵 = 1𝐺𝐵 for every 𝐵 ∈ Ob(B), and
𝐺𝑢 ◦𝐺𝑣 = 𝐺 (𝑢 ◦ 𝑣) for every composable pair 𝐵

𝑣−→ 𝐵′
𝑢−→ 𝐵′′ of morphisms of B. As an

application, we get the following criterion :

Proposition 1.6.8. A functor 𝐹 : A → B has a left (resp. right) adjoint if and only if
𝐵/𝐹A has an initial object (resp. if and only if 𝐹A /𝐵 has a final object) for all 𝐵 ∈ Ob(B).

Proof. Suppose that 𝐹A /𝐵 has a final object (𝐴0, 𝐹𝐴0
𝑢0−→ 𝐵), and set 𝐺𝐵 := 𝐴0; then for

every𝐴 ∈ Ob(A ) and every 𝑣 ∈ B(𝐹𝐴, 𝐵) there exists a unique 𝑣∗ ∈ A (𝐴,𝐺𝐵) such that
𝑢0 ◦𝐹𝑣∗ = 𝑣 . Clearly the rule : 𝑣 ↦→ 𝑣∗ is natural with respect to morphisms𝐴→ 𝐴′ of A ,
so it yields a system of isomorphisms as (†). But we have just seen that (†) is equivalent
to the datum of a right adjoint 𝐺 for 𝐹 together with an adjunction for the pair (𝐹,𝐺).
Conversely, if 𝐺 is a right adjoint for 𝐹 , and 𝜀• : 𝐹𝐺 ⇒ 1B is the counit of an adjunction
for the pair (𝐹,𝐺), then it is easily seen that (𝐺𝐵, 𝜀𝐵) is a final object of 𝐹A /𝐵, for every
𝐵 ∈ Ob(B). The assertion for initial objects in 𝐵/𝐹A follows by duality. □

• It follows aswell that any two right adjoints𝐺,𝐺 ′ of 𝐹 are isomorphic : more precisely,
given adjunctions 𝜗•• and 𝜗 ′•• respectively for (𝐹,𝐺) and (𝐹,𝐺 ′), Yoneda’s lemma yields
for every 𝐵 ∈ Ob(B) a unique isomorphism

𝜔𝐵 ∈ A (𝐺𝐵,𝐺 ′𝐵) such that ℎ𝜔𝐵 ◦ 𝜗𝐵,• = 𝜗 ′𝐵,•
and we claim that the rule : 𝐵 ↦→ 𝜔𝐵 defines an isomorphism of functors 𝜔• : 𝐺 ∼−→ 𝐺 ′.
Indeed, the assertion means that for every 𝑢 ∈ B(𝐵, 𝐵′) we have 𝐺 ′𝑢 ◦ 𝜔𝐵 = 𝜔𝐵′ ◦ 𝐺𝑢;
the latter is equivalent to : ℎ𝐺 ′𝑢 ◦ℎ𝜔𝐵 = ℎ𝜔𝐵′ ◦ℎ𝐺𝑢 , which follows easily from (∗) and the
corresponding diagram for the adjunction 𝜗 ′••.
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• Arguing with the opposite adjoint pair (𝐺op, 𝐹 op) (see [13, Exerc.2.14(iii)]), one sees
that, dually, any two left adjoints of 𝐺 are isomorphic as well. Explicitly, for every (𝐴, 𝐵) ∈
Ob(A ×B) we may regard 𝜗𝐵,𝐴 as a bijection :

𝜗𝐵,𝐴 : Bop (𝐵op, 𝐹 op𝐴op) ∼−→ A op (𝐺op𝐵op, 𝐴op)
and it is easily seen that the system of inverse maps :

(𝜗−1•,𝐴 : ℎ𝐴op ◦𝐺op ∼−→ ℎ𝐹 op𝐴 |𝐴op ∈ Ob(A op))
is an adjunction for the pair (𝐺op, 𝐹 op) that we call the opposite adjunction of 𝜗••.
• Given any two adjunctions 𝜗••, 𝜆•• for the pair (𝐹,𝐺), there exist unique automor-

phisms 𝜏• : 𝐺 ∼−→ 𝐺 and 𝜇• : 𝐹 ∼−→ 𝐹 such that :

𝜆𝐵,• = ℎ𝜏𝐵 ◦ 𝜗𝐵,• and 𝜗𝐵,• ◦ (ℎ𝐵 ★ 𝜇op• ) = 𝜆𝐵,• ∀𝐵 ∈ Ob(B).
Indeed, the existence and uniqueness of 𝜏• is a special case of the foregoing discussion on
the existence and uniqueness of 𝜔•. Then, the existence and uniqueness of 𝜇• is deduced,
by arguing with the opposite adjunctions 𝜗−1•• and 𝜆−1•• (details left to the reader).
• Moreover, consider a second adjoint pair of functors :

𝐹 ′ : B ⇄ C : 𝐺 ′

with its adjunction 𝜗 ′••. It is easily seen that the system of isomorphisms

𝜗 ′•• ◦ 𝜗•• := (𝜗𝐺 ′𝐶,• ◦ (𝜗 ′•,𝐶 ★ 𝐹 op) |𝐶 ∈ Ob(C ))
is an adjunction for the pair (𝐹 ′𝐹,𝐺𝐺 ′). We call 𝜗 ′•• ◦ 𝜗•• the composition of 𝜗• and 𝜗 ′••.

Remark 1.6.9. (i) As an application, we easily deduce from §1.6.7 that the adjoint pairs

(𝐺/𝐴 : B/𝐹𝐴⇄ A /𝐴 : 𝐹/𝐴) and (𝐵/𝐺 : 𝐵/B ⇄ 𝐺𝐵/A : 𝐵/𝐹 )
associated with an adjoint pair of functors (𝐺 : B ⇄ A : 𝐹 ) and any 𝐴 ∈ Ob(A ), 𝐵 ∈
Ob(B) as in §1.4.8, are well defined up to natural isomorphisms.

(ii) Likewise, the adjoint pairs

(𝐺/𝐵 : B/𝐵 ⇄ A /𝐺𝐵 : 𝐹/𝐵) and (𝐴/𝐺 : 𝐹𝐴/B → 𝐴/A : 𝐴/𝐹 )
of §1.4.10 are well unique up to natural isomorphisms, whenever they exist.

1.6.10. Adjoint natural transformations. Next, consider two adjoint pairs of functors

𝐹 : A ⇄ B : 𝐺 𝐹 ′ : A ⇄ B : 𝐺 ′

with respective adjunctions 𝜗•• and 𝜗 ′••, and let 𝜏• : 𝐹 ⇒ 𝐹 ′ be a given natural transfor-
mation. By invoking yet again Yoneda’s lemma, we obtain for every 𝐵 ∈ Ob(B) a unique
morphism 𝜏∨

𝐵
: 𝐺 ′𝐵 → 𝐺𝐵 making commute the diagram :

ℎ𝐵 ◦ 𝐹 ′op

ℎ𝐵★𝜏
op
•
��

𝜗 ′
𝐵,• // ℎ𝐺 ′𝐵

ℎ𝜏∨
𝐵��

ℎ𝐵 ◦ 𝐹 op
𝜗𝐵,• // ℎ𝐺𝐵

and we claim that the rule : 𝐵 ↦→ 𝜏∨
𝐵
yields a natural transformation

(𝜏•, 𝜗, 𝜗 ′)∨ : 𝐺 ′ ⇒ 𝐺

that we often denote just by 𝜏∨• , and that we call the adjoint of 𝜏• relative to 𝜗•• and
𝜗 ′••. Indeed, the assertion means that for every morphism 𝑢 : 𝐵 → 𝐵′ of B we have
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𝐺𝑢 ◦ 𝜏∨
𝐵
= 𝜏∨

𝐵′ ◦𝐺 ′𝑢, or equivalently : ℎ𝐺𝑢 ◦ ℎ𝜏∨
𝐵
= ℎ𝜏∨

𝐵′
◦ ℎ𝐺 ′𝑢 . But in light of (∗) and the

corresponding diagram for 𝜗 ′••, the latter identity is reduced to :

(∗∗) (ℎ𝐵′ ★ 𝜏op• ) ◦ (ℎ𝑢 ★ 𝐹 ′op) = (ℎ𝑢 ★ 𝐹 op) ◦ (ℎ𝐵 ★ 𝜏
op
• )

and the interchange law for the Godement product (see [13, Exerc.1.129(iii)]) shows that
both sides of (∗∗) equal ℎ𝑢 ★𝜏op• . The previous discussion shows that 𝜏∨• is independent of
the choice of 𝜗•• and 𝜗 ′••, up to composition with automorphisms of𝐺 and𝐺 ′; especially,
the categorical properties of 𝜏∨• are intrinsic.

Notice that the commutativity of the foregoing diagram amounts to the identity :

𝜗𝐵,𝐴 (𝑓 ◦ 𝜏𝐴) = 𝜏∨𝐵 ◦ 𝜗 ′𝐵,𝐴 (𝑓 ) ∀(𝐴, 𝐵) ∈ Ob(A ×B),∀𝑓 ∈ B(𝐹 ′𝐴, 𝐵).

• In the foregoing situation, consider as well a third adjoint pair

𝐹 ′′ : A ⇄ B : 𝐺 ′′

with its adjunction 𝜗 ′′• , and a second natural transformation 𝜏 ′• : 𝐹 ′ ⇒ 𝐹 ′′. With this
notation, it is easily seen that :

(𝜏 ′• ◦ 𝜏•, 𝜗, 𝜗 ′′)∨ = (𝜏•, 𝜗, 𝜗 ′)∨ ◦ (𝜏 ′•, 𝜗 ′, 𝜗 ′′)∨ .

• On the other hand, for a natural transformation 𝜇• : 𝐺 ′ ⇒ 𝐺 , we consider 𝜇op• :
𝐺op ⇒ 𝐺 ′op and recall that (𝐺op, 𝐹 op) and (𝐺 ′op, 𝐹 ′op) are again two adjoint pairs; hence,
we define the adjoint of 𝜇• relative to 𝜗• and 𝜗 ′• as :

(𝜇•, 𝜗, 𝜗 ′)∨ := ((𝜇op• )∨)op : 𝐹 ⇒ 𝐹 ′

oftend denoted just by 𝜇∨• , where (𝜇
op
• )∨ : 𝐹 ′op ⇒ 𝐹 op denotes the adjoint of 𝜇op• , relative

to the opposite adjunctions 𝜗−1•• and 𝜗 ′−1•• detailed in §1.6.7. Hence, 𝜇∨• is characterized by
the identity :

𝜗−1𝐵,𝐴 (𝜇𝐵 ◦ 𝑔) = 𝜗 ′−1𝐵,𝐴 (𝑔) ◦ 𝜇∨𝐴 ∀(𝐴, 𝐵) ∈ Ob(A ×B),∀𝑔 ∈ A (𝐴,𝐺𝐵).
Comparing with the corresponding identity for 𝜏∨• , we easily deduce that :

(𝜏∨• )∨ = 𝜏• and (𝜇∨• )∨ = 𝜇•
for every natural transformation 𝜏• : 𝐹 ⇒ 𝐹 ′ and 𝜇• : 𝐺 ′ ⇒ 𝐺 .
• Lastly, a direct inspection of the definitions shows that :

(1𝐹 , 𝜗, 𝜗)∨ = 1𝐺 and (1𝐺 , 𝜗, 𝜗)∨ = 1𝐹 .

Remark 1.6.11. (i) Let𝐺,𝐺 ′ : B ⇒ A be two right adjoints for a given functor 𝐹 : A →
B, and 𝜗•• (resp. 𝜗 ′••) an adjunction for the pair (𝐹,𝐺) (resp. for the pair (𝐹,𝐺 ′)). Then,
it is easily seen that the isomorphism 𝜔• : 𝐺 ∼−→ 𝐺 ′ of §1.6.7 is precisely (1𝐹 , 𝜗 ′, 𝜗)∨ (and
its inverse is (1, 𝜗, 𝜗 ′)∨). By the foregoing, 𝜔• is then characterized by the identities :
𝜗 ′
𝐵,𝐴
(𝑓 ) = 𝜔𝐵 ◦ 𝜗𝐵,𝐴 (𝑓 ) for every (𝐴, 𝐵) ∈ Ob(A ×B) and every 𝑓 ∈ B(𝐹𝐴, 𝐵). Letting

𝐴 := 𝐺𝐵 and 𝑓 := 𝜗−1
𝐵,𝐺𝐵
(1𝐺𝐵), we get : 𝜔𝐵 = 𝜗 ′

𝐵,𝐺𝐵
(𝜗−1
𝐵,𝐺𝐵
(1𝐺𝐵)). If (𝜂•, 𝜀•) (resp. (𝜂′•, 𝜀′•))

are the unit and counit of 𝜗•• (resp. of 𝜗 ′••), we have 𝜀𝐵 = 𝜗−1
𝐵,𝐺𝐵
(1𝐺𝐵), so we conclude

that 𝜔• is given by the composition :

𝜔𝐵 : 𝐺𝐵
𝜂′
𝐺𝐵−−−→ 𝐺 ′𝐹𝐺𝐵

𝐺 ′𝜀𝐵−−−→ 𝐺 ′𝐵 ∀𝐵 ∈ Ob(B).

(ii) Dually, if 𝐹, 𝐹 ′ : A ⇒ B are two left adjoints for a functor 𝐺 : B → A , , and
(𝜂•, 𝜀•) (resp. (𝜂′•, 𝜀′•)) are the unit and counit of a given adjunction for the pair (𝐹,𝐺)
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(resp. for the pair (𝐹 ′,𝐺)), then we have a natural isomorphism 𝐹 ∼−→ 𝐹 ′, given by the
system of compositions :

𝐹𝐴
𝐹𝜂′
𝐴−−−→ 𝐹𝐺𝐹 ′𝐴

𝜀𝐹 ′𝐴−−−→ 𝐹 ′𝐴 ∀𝐴 ∈ Ob(A ).

Proposition 1.6.12. In the situation of §1.6.10, the following are equivalent :
(a) 𝜏𝐴 is an epimorphism (resp. a split monomorphism) for every 𝐴 ∈ Ob(A )
(b) 𝜏∨

𝐵
is a monomorphism (resp. a split epimorphism) for every 𝐵 ∈ Ob(B).

Proof. Condition (a) is equivalent to the injectivity (resp. surjectivity) of the map
(ℎ𝐵 ★ 𝜏op• )𝐴 : B(𝐹 ′𝐴, 𝐵) → B(𝐹𝐴, 𝐵) 𝜙 ↦→ 𝜙 ◦ 𝜏𝐴

for every 𝐴 ∈ Ob(A ) and every 𝐵 ∈ Ob(B) (remark 1.6.4(ii)), which is the same as the
injectivity (resp. surjectivity) of

(ℎ𝜏∨
𝐵
)𝐴 : A (𝐴,𝐺 ′𝐵) → A (𝐴,𝐺𝐵) 𝜓 ↦→ 𝜏∨𝐵 ◦𝜓

for every such 𝐴 and 𝐵. In turn, the latter condition is equivalent to (b). □

Example 1.6.13. (i) Suppose that the binary product 𝑋 × 𝑌 is representable in A , for
every 𝑋,𝑌 ∈ Ob(A ), and fix a universal cone (i.e. projections) :

𝑋
𝑝𝑋,𝑌

←−−− 𝑋 × 𝑌
𝑞𝑋,𝑌

−−−→ 𝑌

for every such pair (𝑋,𝑌 ). Then, every 𝑌 ∈ Ob(A ) induces a functor

(−) × 𝑌 : A → A 𝑋 ↦→ 𝑋 × 𝑌 .
Namely, with every 𝑓 ∈ A (𝑋,𝑋 ′) one associates the unique morphism

𝑋 × 𝑌
𝑓 ×𝑌
−−−→ 𝑋 ′ × 𝑌 with 𝑝𝑋

′,𝑌 ◦ (𝑓 × 𝑌 ) = 𝑓 ◦ 𝑝𝑋,𝑌 and 𝑞𝑋
′,𝑌 ◦ (𝑓 × 𝑌 ) = 𝑞𝑋,𝑌 .

The functors (−)×𝑌 as usual are independent, up to unique isomorphisms, on the choices
of representatives and projections for the binary products.

(ii) Moreover, every morphism 𝑔 : 𝑌 → 𝑌 ′ induces a natural transformation
(−) × 𝑔 : (−) × 𝑌 ⇒ (−) × 𝑌 ′ .

Namely, to every 𝑋 ∈ Ob(A ) one attaches the unique morphism

𝑋 × 𝑌
𝑋×𝑔
−−−→ 𝑋 × 𝑌 ′ with 𝑝𝑋,𝑌

′ ◦ (𝑋 × 𝑔) = 𝑝𝑋,𝑌 and 𝑞𝑋,𝑌
′ ◦ (𝑓 × 𝑌 ) = 𝑔 ◦ 𝑞𝑋,𝑌 .

Clearly, for every pair 𝑌
𝑔
−→ 𝑌 ′

ℎ−→ 𝑌 ′′ of morphisms of A we have :
((−) × ℎ) ◦ ((−) × 𝑔) = (−) × (ℎ ◦ 𝑔).

(iii) In the situation of (i), we say that the category A is cartesian closed if furthermore,
for every 𝑌 ∈ Ob(A ), the functor (−) × 𝑌 admits a right adjoint

H𝑜𝑚(𝑌,−) : A → A 𝑍 ↦→H𝑜𝑚(𝑌, 𝑍 )
so that have a system of bijections

(∗) A (𝑋 × 𝑌, 𝑍 ) ∼−→ A (𝑋,H𝑜𝑚(𝑌, 𝑍 )) ∀𝑋,𝑌, 𝑍 ∈ Ob(A )
natural in𝑋 and 𝑍 . The discussion of §1.6.10 then shows that, after fixing adjunctions for
each pair ((−)×𝑌,H𝑜𝑚(𝑌,−)), every morphism 𝑔 : 𝑌 → 𝑌 ′ ofA induces a well-defined
adjoint transformation

H𝑜𝑚(𝑔,−) := ((−) × 𝑔)∨ : H𝑜𝑚(𝑌 ′,−) ⇒H𝑜𝑚(𝑌,−)
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whence the naturality with respect to 𝑌 of the bijections (∗). Also, for every pair 𝑌
𝑔
−→

𝑌 ′
ℎ−→ 𝑌 ′′ of morphisms of A we have the identities :

H𝑜𝑚(𝑔,−) ◦H𝑜𝑚(ℎ,−) = H𝑜𝑚(ℎ ◦ 𝑔,−).
Again, the construction of the internal Hom functors H𝑜𝑚(𝑌,−) involves several auxil-
iary choices, but is independent of such choices, up to unique isomorphisms.
(iv) Summing up, we see that in every cartesian closed categoryA , the binary products

and the internal Hom functors define bifunctors

(−) × (−) : A ×A → A and H𝑜𝑚(−,−) : A op ×A → A .

Lemma 1.6.14. Let C be a cartesian closed category, and H𝑜𝑚(−,−) its internal Hom
functor. Then, for every 𝑌 ∈ Ob(C ), the functors :

H𝑜𝑚(𝑌,−) : C → C and H𝑜𝑚(−, 𝑌 ) : C op → C

preserve all representable limits.

Proof. The assertion concerningH𝑜𝑚(𝑌,−) is clear, since the latter is a right adjoint ([13,
Prop.2.49(i)]); by the same token, for every 𝑋 ∈ Ob(C ) the functor 𝑋 × (−) : C → C
preserves all representable colimits, since it is isomorphic to the functor (−) × 𝑋 , which
is a left adjoint. Next, let 𝐹 : 𝐼 → C be any functor, and 𝜏• := (𝜏𝑖 : 𝐹𝑖 → 𝐿 | 𝑖 ∈ Ob(𝐼 )) a
universal cocone; we deduce natural bijections for every 𝑋 ∈ Ob(C ) :
C (𝑋,H𝑜𝑚(𝐿,𝑌 )) ∼−→ C (𝑋 × 𝐿,𝑌 ) ∼−→ C ( lim−−−−−−→

𝑖∈Ob(𝐼 )
𝑋 × 𝐹𝑖, 𝑌 ) ∼−→ lim←−−−−−−

𝑖∈Ob(𝐼 )
C (𝑋 × 𝐹𝑖, 𝑌 )

∼−→ lim←−−−−−−
𝑖∈Ob(𝐼 )

C (𝑋,H𝑜𝑚(𝐹𝑖, 𝑌 ))

∼−→ C (𝑋, lim←−−−−−−
𝑖∈Ob(𝐼 )

H𝑜𝑚(𝐹𝑖, 𝑌 ))

inducing, by Yoneda’s lemma (theorem 1.6.5(i)), an isomorphism of C :

lim←−−−−−−
𝑖∈Ob(𝐼 )

H𝑜𝑚(𝐹𝑖, 𝑌 ) ∼−→H𝑜𝑚(𝐿,𝑌 )

whose composition with the cone

H𝑜𝑚(𝜏•, 𝐿) := (H𝑜𝑚(𝜏𝑖 , 𝑌 ) : H𝑜𝑚(𝐿,𝑌 ) →H𝑜𝑚(𝐹𝑖, 𝑌 ) | 𝑖 ∈ Ob(𝐼 ))
is a universal cone, so alsoH𝑜𝑚(𝜏•, 𝑌 ) is universal, whence the claim forH𝑜𝑚(−, 𝑌 ). □

1.6.15. Universal colimits. Let 𝐼 ,A be two categories, 𝐹 : 𝐼 → A a functor, 𝐴 ∈ Ob(A ).
Notice that the datum of a co-cone 𝜏• : 𝐹 ⇒ 𝑐𝐴 is equivalent to that of the functor

Φ𝜏 : 𝐼 → C /𝐴 𝑖 ↦→ (𝐹𝑖 𝜏𝑖−→ 𝐴) (𝑖
𝜙
−→ 𝑗) ↦→ (Φ𝜏𝑖

𝐹𝜙/𝐴
−−−−→ Φ𝜏𝑗 ).

Suppose now that all the fibre products are representable in A . Then, for every morphism
𝑓 : 𝐴′ → 𝐴 ofA we get an associated functor 𝑓∗ : C /𝐴→ C /𝐴′ as in remark 1.4.2(i), and
there exists a unique pair (𝑓∗𝐹, 𝑓∗𝜏•) consisting of a functor 𝑓∗𝐹 : 𝐼 → C and a co-cone
𝑓∗𝜏• : 𝑓∗𝐹 ⇒ 𝑐𝐴′ such that :

Φ𝑓∗𝜏 = 𝑓∗ ◦ Φ𝜏 .
Moreover, let (𝐺,𝜂•) be any other pair consisting of a functor 𝐺 : 𝐼 → A and a co-cone
𝜂• : 𝐺 ⇒ 𝑐𝐴; then the datum of a natural transformation 𝜇• : 𝐹 ⇒ 𝐺 with 𝜂• ◦ 𝜇• = 𝜏• is
equivalent to that of the natural transformation

Φ𝜇/𝐴 : Φ𝜏 ⇒ Φ𝜂 𝑖 ↦→ 𝜇𝑖/𝐴.
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Clearly we can recover 𝐹 from Φ𝜏 , and 𝜇• from Φ𝜇/𝐴, via the identities :

s𝐴 ◦ Φ𝜏 = 𝐹 and s𝐴 ★Φ𝜇/𝐴 = 𝜇•.

Notice that the pair (𝑓∗𝐹, 𝑓∗𝜏•) is independent, up to isomorphisms, of the choice of the
functor 𝑓∗ : indeed, for any other right adjoint 𝑓 ′∗ of 𝑓 ∗, the discussion of §1.6.7 yields an
isomorphism 𝜔• : 𝑓∗ ∼−→ 𝑓 ′∗ , whence a unique isomorphism

𝜔• = s𝐴 ★𝜔• ★Φ𝜏 : 𝑓∗𝐹 ∼−→ 𝑓 ′∗ 𝐹 with (𝑓 ′∗ 𝜏•) ◦ 𝜔• = 𝑓∗𝜏• and Φ𝜔/𝐴
′
= 𝜔• ★Φ𝜏 .

Definition 1.6.16. In the situation of §1.6.15, suppose that the co-cone 𝜏• : 𝐹 ⇒ 𝑐𝐴 is
universal; then we say that the colimit of 𝐹 is universal, if for every 𝐴′ ∈ Ob(A ) and
every morphism 𝑓 : 𝐴′ → 𝐴 of A , the co-cone 𝑓∗𝜏• is also universal.

Remark 1.6.17. Notice that the universality of the colimit of 𝐹 is an intrinsic property of 𝐹 ,
i.e. it is independent of the choices of 𝜏• and of the functors 𝑓∗. Indeed, the independence of
the choice of 𝑓∗ is clear from the foregoing discussion, since the co-cone 𝑓∗𝜏• is universal
if and only if the same holds for it composition with the isomorphism 𝜔•. Likewise,
if 𝜏 ′• : 𝐹 ⇒ 𝑐𝐵 is another universal co-cone, then there exists a unique isomorphism
𝑔 : 𝐵 ∼−→ 𝐴 with 𝜏• = 𝑐𝑔 ◦ 𝜏 ′•, whence, for every 𝑓 ∈ A (𝐴′, 𝐴), a commutative diagram :

𝐹𝑖 ×𝐵 𝐵′
∼ //

((

𝑓 ′∗ 𝜏
′
𝑖

''
𝐹𝑖 ×𝐴 𝐴′

��

//

𝑓∗𝜏𝑖

&&
𝐵′

𝑔′ //

𝑓 ′

��

𝐴′

𝑓

��
𝐹𝑖

𝜏 ′𝑖 // 𝐵
𝑔 // 𝐴

whose two square subdiagrams are cartesian; we get then an isomorphism

𝜔• : 𝑓 ′∗ 𝐹 ∼−→ 𝑓∗𝐹 such that 𝑓∗𝜏• ◦ 𝜔• = 𝑐𝑔′ ◦ 𝑓 ′∗ 𝜏 ′•
which easily implies that 𝑓∗𝜏• is universal if and only if the same holds for 𝑓 ′∗ 𝜏 ′•.

Lemma 1.6.18. Let A be a cocomplete (resp. finitely cocomplete) category with repre-
sentable fibre products, and suppose that all coequalizers and all small (resp. finite) direct
sums of A are universal. Then all small (resp. finite) colimits of A are universal.

Proof. If A is cocomplete, let 𝐹 : 𝐼 → A be a functor from a small category 𝐼 , and
𝜏• : 𝐹 ⇒ 𝑐𝐿 a co-cone. Let also 𝐽 be the category with Ob(𝐽 ) = {0, 1}, and whose only
non-identity morphisms are 𝑎, 𝑏 : 0⇒ 1; we consider the functor 𝐹 † : 𝐽 → A such that

𝐹 † (0) :=
⊔

(𝜙 :𝑖→𝑗 ) ∈Mor(𝐼 )
𝐹𝑖 𝐹 † (1) :=

⊔
𝑖∈Ob(𝐼 )

𝐹𝑖

and where 𝐹 † (𝑎), 𝐹 † (𝑏) : 𝐹 † (0) ⇒ 𝐹 † (1) are the unique morphisms that make commute
the diagrams :

𝐹 𝑗

𝜂′𝑗
��

𝐹𝑖
𝐹𝜙oo

𝜂𝜙

��

𝐹𝑖

𝜂′𝑖
��

𝐹 † (1) 𝐹 † (0)𝐹 † (𝑏 )oo 𝐹 † (𝑎) // 𝐹 † (1)

∀(𝜙 : 𝑖 → 𝑗) ∈ Mor(𝐼 )

where (𝜂𝜙 : 𝐹𝑖 → 𝐹 † (0) | (𝜙 : 𝑖 → 𝑗) ∈ Mor(𝐼 )) and (𝜂′𝑖 : 𝐹𝑖 → 𝐹 † (1) | 𝑖 ∈ Ob(𝐼 )) are
universal co-cones for these direct sums. Let also 𝑔 : 𝐹 † (0) → 𝐿 and 𝑔′ : 𝐹 † (1) → 𝐿 be
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the unique morphisms of A such that 𝑔 ◦ 𝜂𝜙 = 𝜏𝑖 = 𝑔
′ ◦ 𝜂′𝑖 for every morphism 𝜙 : 𝑖 → 𝑗

of 𝐼 and every 𝑖 ∈ Ob(𝐼 ). We attach to 𝜏• the unique co-cone

𝜏†• : 𝐹
† ⇒ 𝑐𝐿 such that 𝜏

†
1 ◦ 𝜂

′
𝑖 = 𝜏𝑖 ∀𝑖 ∈ Ob(𝐼 ).

Recall that 𝜏• is universal⇔ the same holds for 𝜏†• (see the proof of [13, Prop.2.40]). Now,
let 𝑓 : 𝐴→ 𝐿 be any morphism of A , and consider the cartesian diagrams :

𝐴′0
//

ℎ0
��

𝐴

𝑓

��

𝐴′1
oo

ℎ1
��

𝐹 † (0)
𝑔 // 𝐿 𝐹 † (1).

𝑔′oo

By assumption, the co-cone 𝑓∗𝜏†• is universal, if the same holds for 𝜏†• . By the same token,
ℎ∗0𝜂• and ℎ1∗𝜂′• are universal co-cones as well, so they induce isomorphisms :

(∗)
⊔

(𝜙 :𝑖→𝑗 ) ∈Mor(𝐼 )
𝐹𝑖 ×𝐿 𝐴 ∼−→ 𝐴′0

⊔
𝑖∈Ob(𝐼 )

𝐹𝑖 ×𝐿 𝐴 ∼−→ 𝐴′1.

But it is easily seen that the isomorphisms (∗) identify the functor 𝑓∗𝐹 † with (𝑓∗𝐹 )†, and
the natural transformation 𝑓∗𝜏

†
• with (𝑓∗𝜏•)†; summing up, if 𝜏• is universal, the same

holds for (𝑓∗𝜏•)†, and then also for 𝑓∗𝜏•, as stated. If A is finitely cocomplete, the same
argument still applies, provided 𝐼 is a finite category, and concludes the proof. □

Example 1.6.19. (i) Let us show that all small colimits of Set are universal. To this aim,
the lemma reduces to checking that the coequalizers and the small disjoint unions in Set
are universal. Hence, let (𝑆𝑖 | 𝑖 ∈ 𝐼 ) be any small family of sets, 𝑆 :=

⊔
𝑖∈𝐼 𝑆𝑖 , and 𝑇 → 𝑆

any map of sets; the assertion comes down to the bijectivity of the map :⊔
𝑖∈𝐼
(𝑆𝑖 ×𝑆 𝑇 ) → 𝑇

induced by the projections (𝑆𝑖 ×𝑆 𝑇 → 𝑇 | 𝑖 ∈ 𝐼 ), which holds by simple inspection.
Next, let 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 be two maps of sets; recall that the coequalizer of 𝑓 and 𝑔 is

represented by the quotient 𝐶 := 𝑌/∼, where ∼ is the smallest equivalence relation on
𝑌 such that 𝑓 (𝑥) ∼ 𝑔(𝑥) for every 𝑥 ∈ 𝑋 ([13, Prob.2.51(i)]). We need to check that for
every map 𝑢 : 𝐶′ → 𝐶 , the projection 𝑝 : 𝑌 ×𝐶 𝐶′ → 𝐶′ identifies𝐶′ with the coequalizer
of 𝑓 ×𝐶 𝐶′, 𝑔 ×𝐶 𝐶′ : 𝑋 ×𝐶 𝐶′ ⇒ 𝑌 ×𝐶 𝐶′. However, since the projection 𝑞 : 𝑌 → 𝐶

is surjective, the same holds for 𝑝; it remains then only to check that for every 𝑐′ ∈ 𝐶′,
the preimage 𝑝−1 (𝑐′) is an equivalence class for the smallest equivalence relation ∼ on
𝑌 ′ ×𝐶 𝐶′ such that (𝑓 (𝑥), 𝑐′) ∼ (𝑔(𝑥), 𝑐′) for every (𝑥, 𝑐′) ∈ 𝑋 ×𝐶 𝐶′. But it is clear that
the equivalence class of any (𝑦, 𝑐′) ∈ 𝑌 ×𝐶 𝐶′ is 𝑞−1𝑞(𝑦) × {𝑐′} = 𝑝−1 (𝑐′), as required.

(ii) Let A be any small category; since Â is complete and cocomplete, and since
limits and colimits in Â are computed termwise (see §1.3.2), it follows from (i) that all
small colimits of Â are universal.

1.7. The category of elements of a presheaf. Let A be a category, and 𝐹 a presheaf
over A . The category of elements of 𝐹 is

A /𝐹 := ({∅}/𝐹A op)op.

Since a map of sets {∅} → 𝐹𝐴 is just a section 𝑠 ∈ 𝐹𝐴, the objects of A /𝐹 are the pairs
(𝐴, 𝑠) with 𝐴 ∈ Ob(A ) and 𝑠 ∈ 𝐹𝐴; the morphisms (𝐴, 𝑠) → (𝐵, 𝑡) in A /𝐹 are the
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morphisms 𝑢 : 𝐴→ 𝐵 in A such that 𝑢∗ (𝑡) = 𝑠 . With the notation of remark 1.6.6(i), this
amounts to the commutativity of the diagram of presheaves :

(∗)
𝐴

𝑢 //

𝑠 ��

𝐵

𝑡��
𝐹 .

Remark 1.7.1. (i) With the notation of §1.7, we have a faithful functor

𝜓𝐹 := top{∅} : A /𝐹 → A (𝐴, 𝑠) ↦→ 𝐴

which is the identity on morphisms (where t{∅} is the target functor of §1.4).
(ii) Suppose that A is small; then clearly the same holds for A /𝐹 ; moreover, in this

case we have a natural identification :

ℎA /𝐹 ∼−→ A /𝐹 (𝐴, 𝑓 : ℎ𝐴 → 𝐹 ) ↦→ (𝐴, 𝑓𝐴 (1𝐴))

where ℎ : A → Â is the Yoneda embedding. Then, we have as well a functor

ℎ ◦𝜓𝐹 : A /𝐹 → Â (𝐴, 𝑠) ↦→ ℎ𝐴 ((𝐴, 𝑠) 𝑢−→ (𝐵, 𝑡)) ↦→ ℎ𝑢 .

Furthermore, from the commutativity of the diagrams (∗) we get a natural co-cone of
basis ℎ ◦𝜓𝐹 and vertex 𝐹 :

𝜏𝐹 : ℎ ◦𝜓𝐹 ⇒ 𝑐𝐹 (𝐴, 𝑠) ↦→ (𝑠 : 𝐴→ 𝐹 ).

(iii) Every morphism 𝑓 : 𝐹 → 𝐺 of presheaves on A induces a functor

A /𝑓 : A /𝐹 → A /𝐺 (𝐴, 𝑠) ↦→ (𝐴, 𝑓𝐴 (𝑠))
which is the identity map on morphisms. Indeed we have :

𝑓𝐴 (𝑠) = 𝑓𝐴 (𝑢∗ (𝑡)) = 𝑢∗ (𝑓𝐵 (𝑡)) ∀𝑢 : (𝐴, 𝑠) → (𝐵, 𝑡) in A /𝐹
whence the assertion. Clearly there results a commutative diagram of functors :

A /𝐹
A /𝑓 //

𝜓𝐹 ""

A /𝐺

𝜓𝐺{{
A .

(iv) A direct inspection of the definitions shows that :

A /ℎ𝐴 = A /𝐴 ∀𝐴 ∈ Ob(A )
where A /𝐴 is the slice category over 𝐴, as in §1.4. Moreover, under this identification,
𝜓ℎ𝐴 : A /ℎ𝐴 → A corresponds to the source functor s𝐴 : A /𝐴→ A .

(v) Let 𝐼 be any category; according to proposition 1.4.5(ii.b), if A is 𝐼 -cocomplete
and 𝐹 : A op → Set preserves 𝐼 -limits, then A /𝐹 is 𝐼 -cocomplete. Moreover, 𝐹 is a
representable presheaf if and only if A /𝐹 admits a final object : indeed, (𝐴, 𝑠) is a final
object of A /𝐹 ⇔ for every 𝐵 ∈ Ob(A ) and every 𝑡 ∈ 𝐹𝐵 there exists a unique morphism
𝑢 ∈ A (𝐵,𝐴) such that 𝑡 = 𝑢∗ (𝑠), and the latter condition says precisely that (𝐴, 𝑠) is a
universal pair for the functor 𝐹 , whence the assertion ([13, §2.1.1]).

Lemma 1.7.2. (i) If A is a small category, then for every presheaf 𝐹 on A we have a
natural equivalence of categories : �A /𝐹 ∼−→ Â /𝐹
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where Â /𝐹 denotes the slice category of Â over 𝐹 .

(ii) For every (𝐴, 𝑠) ∈ Ob(A /𝐹 ), the natural equivalence of (i) identifies the repre-
sentable presheaf ℎ (𝐴,𝑠 ) on A /𝐹 with the object (ℎ𝐴, 𝑠) of Â /𝐹 (see remark 1.6.6(i)).

Proof. (i): To every (𝐺, 𝑓 : 𝐺 → 𝐹 ) ∈ Ob(Â /𝐹 ) we attach the presheaf 𝐺⊲ on A /𝐹 with

𝐺⊲
(𝐴,𝑠 ) := 𝑓

−1
𝐴 (𝑠) ∀(𝐴, 𝑠) ∈ Ob(A /𝐹 ).

The map 𝑢∗ : 𝐺⊲
(𝐵,𝑡 ) → 𝐺⊲

(𝐴,𝑠 ) associated with any morphism 𝑢 : (𝐴, 𝑠) → (𝐵, 𝑡) of A /𝐹
is the restriction of 𝑢∗ : 𝐺𝐵 → 𝐺𝐴.

Moreover, everymorphism (𝑓 : 𝐺 → 𝐹 ) 𝑣−→ (𝑓 ′ : 𝐺 ′ → 𝐹 ) of Â /𝐹 induces amorphism
of presheaves 𝑣⊲ : 𝐺⊲ → 𝐺 ′⊲ : namely, 𝑣 (𝐴,𝑠 ) : 𝐺⊲

(𝐴,𝑠 ) → 𝐺 ′⊲(𝐴,𝑠 ) is the restriction of
𝑣𝐴 : 𝐺𝐴 → 𝐺 ′

𝐴
, for every (𝐴, 𝑠) ∈ Ob(A ).

It is easily seen that the rules : 𝐺 ↦→ 𝐺⊲ and 𝑣 ↦→ 𝑣⊲ yield a well-defined functor
(−)⊲ : Â /𝐹 →�A /𝐹 ; conversely, to every presheaf 𝑇 on A /𝐹 we attach the presheaf 𝑇 ⊳

on A such that

𝑇 ⊳
𝐴 :=

⊔
𝑠∈𝐹𝐴

𝑇(𝐴,𝑠 ) :=
⋃
𝑠∈𝐹𝐴
{𝑠} ×𝑇(𝐴,𝑠 ) ∀𝐴 ∈ Ob(A ).

The map 𝑢∗ : 𝑇 ⊳
𝐵
→ 𝑇 ⊳

𝐴
associated with any morphism 𝑢 : 𝐴 → 𝐵 of A is the unique

one whose restriction to {𝑡} ×𝑇(𝐵,𝑡 ) ∼−→ 𝑇(𝐵,𝑡 ) coincides with 𝑢∗ : 𝑇(𝐵,𝑡 ) → 𝑇(𝐴,𝑢∗ (𝑡 ) ) , for
every 𝑡 ∈ 𝐹𝐵 . Likewise, every morphism 𝑤 : 𝑇 → 𝑇 ′ of presheaves on A /𝐹 induces
a morphism of presheaves 𝑤 ⊳ : 𝑇 ⊳ → 𝑇 ′⊳ : namely, 𝑤 ⊳

𝐴
: 𝑇 ⊳

𝐴
→ 𝑇 ′⊳

𝐴
is the unique map

whose restriction to 𝑇(𝐴,𝑠 ) agrees with 𝑤 (𝐴,𝑠 ) , for every 𝐴 ∈ Ob(A ) and every 𝑠 ∈ 𝐹𝐴.
For every presheaf 𝑇 on A /𝐹 , we get furthermore an obvious morphism of presheaves
𝑇 ⊳ → 𝐹 given, for every 𝐴 ∈ Ob(A ), by the disjoint union of the system of projections
(𝑇(𝐴,𝑠 ) → {𝑠} | 𝑠 ∈ 𝐹𝐴). Hence 𝑇 ⊳ is naturally an object of Â /𝐹 , and clearly 𝑤 ⊳ is a
morphism of Â /𝐹 , for every morphism𝑤 of presheaves on A /𝐹 ; summing up, we have
a well-defined functor (−)⊳ : �A /𝐹 → Â /𝐹 , and a simple inspection shows that both
(−)⊲ ◦ (−)⊳ and (−)⊳ ◦ (−)⊲ are isomorphic to the respective identity functors, whence (i).

(ii) follows by inspecting the construction of (−)⊳ : details left to the reader. □

Proposition 1.7.3. For all 𝐹 ∈ Ob(Â ), the co-cone 𝜏𝐹 of remark 1.7.1(ii) is universal in Â .

Proof. Let 𝐺 ∈ Ob(Â ) and 𝜇 : ℎ ◦ 𝜓𝐹 ⇒ 𝑐𝐺 a co-cone. We need to exhibit a unique
morphism of presheaves 𝑓 : 𝐹 → 𝐺 with 𝜇 = 𝑐 𝑓 ◦ 𝜏𝐹 , i.e. such that

(†) 𝜇 (𝐴,𝑠 ) = (𝑓𝐴 (𝑠) : 𝐴→ 𝐺) ∀(𝐴, 𝑠) ∈ Ob(A /𝐹 ).

Now, 𝜇 amounts to the datum of a morphism of presheaves 𝜇 (𝐴,𝑠 ) : ℎ𝐴 → 𝐺 for every
object (𝐴, 𝑠) of A /𝐹 , such that the diagram :

(††)
ℎ𝐴

ℎ𝑢 //

𝜇 (𝐴,𝑠 )   

ℎ𝐵

𝜇 (𝐵,𝑡 )��
𝐺

commutes, for every morphism 𝑢 : (𝐴, 𝑠) → (𝐵, 𝑡) of A /𝐹 . To such 𝜇 (𝐴,𝑠 ) , the natural
bijection of Yoneda’s lemma attaches the section

𝑓𝐴 (𝑠) := 𝜇 (𝐴,𝑠 ),𝐴 (1𝐴) ∈ 𝐺𝐴
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and the commutativity of (††) amounts to the identity

𝑓𝐴 (𝑢∗ (𝑡)) = 𝑓𝐴 (𝑠) = 𝜇 (𝐵,𝑡 ),𝐴 ◦ ℎ𝑢,𝐴 (1𝐴)
= 𝜇 (𝐵,𝑡 ),𝐴 (𝑢)
= 𝜇 (𝐵,𝑡 ),𝐴 ◦ ℎ𝐵,𝑢 (1𝐵)
= 𝑢∗ (𝜇 (𝐵,𝑡 ),𝐵 (1𝐵)) = 𝑢∗ (𝑓𝐵 (𝑡))

(here ℎ𝑢,𝐴 : ℎ𝐴 (𝐴) → ℎ𝐵 (𝐴) is the map induced by ℎ𝑢 : ℎ𝐴 → ℎ𝐵, and ℎ𝐵,𝑢 : ℎ𝐵 (𝐵) →
ℎ𝐵 (𝐴) is the map induced by 𝑢 : 𝐴→ 𝐵). Thus, for every 𝐴 ∈ Ob(A ) the rule :

𝑠 ↦→ 𝑓𝐴 (𝑠) ∀𝑠 ∈ 𝐹𝐴
yields a map 𝑓𝐴 : 𝐹𝐴 → 𝐺𝐴, and the above calculation shows that the system of maps
(𝑓𝐴 |𝐴 ∈ Ob(A )) is a natural transformation 𝑓 : 𝐹 → 𝐺 . By construction, 𝑓 is clearly the
unique morphism of presheaves verifying (†). □

1.7.4. Extensions of functors by colimits. Proposition 1.7.3 implies the following result, a
variant of the construction of the left Kan extension of a functor :

Theorem1.7.5. (Kan) LetA be a small category,C a cocomplete category, and𝑢 : A → C
any functor. Then we have :

(i) The induced functor 𝑢∗ : C → Â (see remark 1.6.6(iii)) admits a left adjoint

𝑢! : Â → C .

(ii) Moreover, the diagram :

A
𝑢 //

ℎA

��

C

Â

𝑢!

??

is essentially commutative, i.e. we have a natural isomorphism in C :

𝑢 (𝐴) ∼−→ 𝑢! (ℎ𝐴) ∀𝐴 ∈ Ob(A ).
We call 𝑢! the extension of 𝑢 to Â by colimits.
(iii) For a functor𝑤 : Â → C , the following conditions are equivalent :

(a) 𝑤 preserves all small colimits
(b) The extension of 𝑤 ◦ ℎA by colimits is isomorphic to𝑤
(c) 𝑤 admits a right adjoint.

Proof. (i): For every 𝐹 ∈ Ob(Â ), define 𝜓𝐹 : A /𝐹 → A as in remark 1.7.1(i); pick
𝑢! (𝐹 ) ∈ Ob(C ) representing the colimit of 𝑢 ◦𝜓𝐹 , and a universal co-cone :

𝜏𝐹• := (𝜏𝐹(𝐴,𝑠 ) : 𝑢 ◦𝜓𝐹 (𝐴, 𝑠) = 𝑢 (𝐴) → 𝑢! (𝐹 ) | (𝐴, 𝑠) ∈ Ob(A /𝐹 )).

Let 𝑓 : 𝐹 → 𝐺 be any morphism of Â , and recall that 𝜓𝐺 ◦ (A /𝑓 ) = 𝜓𝐹 (see remark
1.7.1(iii)); then, the universality of 𝜏𝐹• gives a unique morphism in C

𝑢! (𝑓 ) : 𝑢! (𝐹 ) → 𝑢! (𝐺) such that 𝜏𝐺(𝐴,𝑓𝐴 (𝑠 ) ) = 𝑢! (𝑓 ) ◦ 𝜏
𝐹
(𝐴,𝑠 ) ∀(𝐴, 𝑠) ∈ Ob(A /𝐹 ).

It follows easily that the rules : 𝐹 ↦→ 𝑢! (𝐹 ) and 𝑓 ↦→ 𝑢! (𝑓 ) for every presheaf 𝐹 and every
morphism 𝑓 of presheaves, yield a well-defined functor 𝑢! : Â → C .

We need to check that 𝑢! is left adjoint to 𝑢∗. To this aim, let 𝑋 ∈ Ob(C ) and 𝐹 ∈
Ob(Â ); again by the universality of 𝜏𝐹• , we have a natural identification of C (𝑢! (𝐹 ), 𝑋 )
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with the set of co-cones (𝑢 (𝐴) → 𝑋 | (𝐴, 𝑠) ∈ Ob(A /𝐹 )) in C of basis 𝑢 ◦𝜓𝐹 and vertex
𝑋 , and on the other hand, by virtue of proposition 1.7.3, the set Â (𝐹,𝑢∗ (𝑋 )) is naturally
identified with the set of co-cones (ℎ𝐴 → 𝑢∗ (𝑋 ) | (𝐴, 𝑠) ∈ Ob(A /𝐹 )) of basis ℎ ◦𝜓𝐹 and
vertex 𝑢∗ (𝑋 ). Moreover, Yoneda’s lemma (theorem 1.6.5(ii)) yields natural bijections :

(∗) Â (ℎ𝐴, 𝑢∗ (𝑋 )) ∼−→ 𝑢∗ (𝑋 )𝐴 = C (𝑢 (𝐴), 𝑋 ) ∀𝐴 ∈ Ob(A ).

Claim 1.7.6. The bijections (∗) induce a bijection between the set of co-cones 𝜈• : 𝑢◦𝜓𝐹 ⇒
𝑐𝑋 and the set of co-cones 𝜇• : ℎ ◦𝜓𝐹 ⇒ 𝑐𝑢∗ (𝑋 ) .
Proof : Such a 𝜇• is a system (𝜇 (𝐴,𝑠 ) : ℎ𝐴 → 𝑢∗ (𝑋 ) | (𝐴, 𝑠) ∈ Ob(A )) of morphisms of
presheaves that makes commute the diagram :

(†)
ℎ𝐴

ℎ𝑓 //

𝜇 (𝐴,𝑠 ) $$

ℎ𝐵

𝜇 (𝐵,𝑡 )zz
𝑢∗ (𝑋 )

for every morphism 𝑓 : (𝐴, 𝑠) → (𝐵, 𝑡) of A /𝐹 . The bijection (∗) attaches to 𝜇 (𝐴,𝑠 ) the
morphism 𝜈 (𝐴,𝑠 ) := 𝜇 (𝐴,𝑠 ) (1𝐴) : 𝑢 (𝐴) → 𝑋 of C , and we need to check the commutativity
of the induced diagram :

(††)
𝑢 (𝐴)

𝑢 (𝑓 ) //

𝜈(𝐴,𝑠 ) $$

𝑢 (𝐵)

𝜈(𝐵,𝑡 )zz
𝑋 .

However, the naturality of 𝜇 (𝐵,𝑡 ) yields the commutative diagram :

ℎ𝐵 (𝐵)
𝜇 (𝐵,𝑡 ),𝐵 //

ℎ𝐵 (𝑓 )
��

C (𝑢 (𝐵), 𝑋 )
C (𝑢 (𝑓 ),𝑋 )
��

ℎ𝐵 (𝐴)
𝜇 (𝐵,𝑡 ),𝐴 // C (𝑢 (𝐴), 𝑋 )

which implies the identity : 𝜇 (𝐵,𝑡 ),𝐴 (𝑓 ) = 𝜈 (𝐵,𝑡 ) ◦𝑢 (𝑓 ), and on the other hand, from (†) we
get : 𝜇 (𝐵,𝑡 ),𝐴 (𝑓 ) = 𝜈 (𝐴,𝑠 ) , whence (††). Conversely, to a given co-cone 𝜈• : 𝑢 ◦𝜓𝐹 ⇒ 𝑐𝑋 ,
the bijections (∗) attach a system of morphisms (𝜇 (𝐴,𝑠 ) : ℎ𝐴 → 𝑢∗ (𝑋 ) | (𝐴, 𝑠) ∈ Ob(A )),
and arguing similarly one checks the commutativity of the resulting diagrams (†) : the
details shall be left to the reader. 3

Summing up, with claim 1.7.6 we have obtained bijections :

(∗∗) C (𝑢! (𝐹 ), 𝑋 ) ∼−→ Â (𝐹,𝑢∗ (𝑋 )) ∀𝐹 ∈ Ob(Â ),∀𝑋 ∈ Ob(C ).
Lastly, let us check that the bijections (∗∗) are natural with respect to morphisms 𝛽 : 𝐺 →
𝐹 of Â and 𝑓 : 𝑋 → 𝑌 of C . Explicitly, (∗∗) assigns to every morphism of presheaves
𝜙 : 𝐹 → 𝑢∗ (𝑋 ) the unique morphism 𝜙∨ : 𝑢! (𝐹 ) → 𝑋 of C such that 𝜙∨ ◦ 𝜏𝐹(𝐴,𝑠 ) = 𝜙𝐴 (𝑠)
for every (𝐴, 𝑠) ∈ Ob(A /𝐹 ). Hence, 𝜙∨ ◦𝜏𝐹(𝐴,𝛽𝐴 (𝑠 ) ) = 𝜙𝐴 ◦ 𝛽𝐴 (𝑠) for every such (𝐴, 𝑠); but
𝜏𝐹(𝐴,𝛽𝐴 (𝑠 ) ) = 𝑢! (𝛽) ◦𝜏

𝐺
(𝐴,𝑠 ) , so 𝜙

∨◦𝑢! (𝛽) = (𝜙 ◦𝛽)∨, which shows the naturality with respect
to 𝛽 . Likewise, 𝑓 ◦ 𝜙∨ ◦ 𝜏𝐹(𝐴,𝑠 ) = 𝑓 ◦ 𝜙𝐴 (𝑠) = (𝑢

∗ (𝑓 ) ◦ 𝜙)𝐴 (𝑠) for every (𝐴, 𝑠) ∈ Ob(A /𝐹 ),
whence (𝑢∗ (𝑓 ) ◦ 𝜙)∨ = 𝑓 ◦ 𝜙∨, which gives the naturality of (∗∗) with respect to 𝑓 .

(ii): Notice that (𝐴, 1𝐴) is a final object in the category A /ℎ𝐴 : indeed, for every
(𝐵, 𝑡) ∈ Ob(A /ℎ𝐴), the unique morphism (𝐵, 𝑡) → (𝐴, 1𝐴) in A /ℎ𝐴 is 𝑡 : 𝐵 → 𝐴. But



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 46

then, the colimit of 𝑢 ◦𝜓𝐹 is represented by 𝑢 ◦𝜓𝐹 (𝐴, 1𝐴) = 𝑢 (𝐴), i.e.

𝜂𝐴 := 𝜏ℎ𝐴(𝐴,1𝐴 ) : 𝑢 (𝐴) → 𝑢! (ℎ𝐴)

is an isomorphism, and it remains only to check that the rule : 𝐴 ↦→ 𝜂𝐴 is natural with
respect to morphisms 𝑡 : 𝐵 → 𝐴 of A . Now, such 𝑡 induces a morphism of presheaves
ℎ𝑡 : ℎ𝐵 → ℎ𝐴, and by construction we know that

𝑢! (ℎ𝑡 ) ◦ 𝜂𝐵 = 𝜏
ℎ𝐴
(𝐵,𝑡 ) = 𝜂𝐴 ◦ 𝑢 (𝑡)

whence the assertion.
(iii): From the construction of 𝑢!, it is clear that (a)⇒(b), and on the other hand, (i)

implies that (b)⇒(c). The implication (c)⇒(a) is a general property of left adjoint functors
(see [13, Prop.2.49(ii)]). □

Proposition 1.7.7. Let A be a small category, and 𝐹 a presheaf on Â . We have :

(i) 𝐹 is representable if and only if it preserves all small limits of Â .

(ii) If 𝐹 is representable, then it is represented by the presheaf 𝐹 |A := 𝐹 ◦ (ℎA )op on A .

(iii) More precisely, we have, for every representable presheaf 𝐹 on Â , an isomorphism

𝛽𝐹 : 𝐹 ∼−→ ℎ𝐹 |A

of presheaves on Â , that is natural with respect to morphisms of representable presheaves.

Proof. (Here ℎA : A → Â is the Yoneda embedding). If 𝐹 is representable, then it
preserves small limits, by [13, Exemp.2.39(ii)]. Conversely, suppose that 𝐹 preserves small
limits, and let 𝑋 be any presheaf on A ; recall that the objects of A /𝑋 are the pairs (𝐴, 𝑠)
with 𝐴 ∈ Ob(A ) and 𝑠 ∈ 𝑋𝐴, and the morphisms (𝐴, 𝑠) → (𝐴′, 𝑠′) are the 𝑓 ∈ A (𝐴,𝐴′)
such that 𝑓 ∗𝑠′ = 𝑠 , where as usual we write 𝑓 ∗ := 𝑋𝑓 : 𝑋𝐴′ → 𝑋𝐴. To every such
pair (𝐴, 𝑠), Yoneda’s lemma attaches a unique morphism 𝜔𝑠 : ℎ𝐴 → 𝑋 of Â , and then
the condition on 𝑓 can be written as 𝜔𝑠′ ◦ ℎ𝑓 = 𝜔𝑠 , for the morphism of presheaves
ℎ𝑓 : ℎ𝐴 → ℎ𝐴′ induced by 𝑓 . Our assumption on 𝐹 and proposition 1.7.3 imply that

(𝜔∗𝑠 : 𝐹𝑋 → 𝐹ℎ𝐴 | (𝐴, 𝑠) ∈ Ob(A /𝑋 ))

is a universal cone 𝑐𝐹𝑋 ⇒ 𝐹 |A ◦𝜓 op
𝑋
. Hence, the rule : 𝑡 ↦→ (𝜔∗𝑠 (𝑡) | (𝐴, 𝑠) ∈ Ob(A /𝑋 ))

establishes a bijection between 𝐹𝑋 and the set of all families

𝜎• := (𝜎 (𝐴,𝑠 ) | (𝐴, 𝑠) ∈ Ob(A /𝑋 ))

with 𝜎 (𝐴,𝑠 ) ∈ 𝐹ℎ𝐴 for every such (𝐴, 𝑠), and where ℎ∗
𝑓
(𝜎 (𝐴′,𝑠′ ) ) = 𝜎 (𝐴,𝑠 ) for every mor-

phism 𝑓 : (𝐴, 𝑠) → (𝐴′, 𝑠) of A /𝑋 , where ℎ∗
𝑓
: 𝐹ℎ𝐴′ → 𝐹ℎ𝐴 is the map induced by ℎ𝑓 .

But such a datum 𝜎• is just a morphism 𝜎 : 𝑋 → 𝐹 |A of Â : namely 𝜎𝐴 (𝑠) := 𝜎 (𝐴,𝑠 ) for
every 𝐴 ∈ Ob(A ) and every 𝑠 ∈ 𝑋𝐴. We have thus obtained a bijection :

𝛽𝐹𝑋 : 𝐹𝑋 ∼−→ Â (𝑋, 𝐹 |A ) 𝑡 ↦→ (𝜔∗𝑠 (𝑡) | (𝐴, 𝑠) ∈ Ob(A /𝑋 ))

and we need to check its naturality, relative to morphisms 𝜙 : 𝑋 ′ → 𝑋 of Â . Now, for
every 𝑡 ∈ 𝐹𝑋 we have 𝛽𝐹

𝑋 ′ (𝜙
∗𝑡) = (𝜔∗

𝑠′ (𝜙∗𝑡) | (𝐴, 𝑠′) ∈ Ob(A /𝑋 ′)), where𝜙∗ : 𝐹𝑋 → 𝐹𝑋 ′

is the map induced by 𝜙 ; however, 𝜙 ◦ 𝜔𝑠′ = 𝜔𝜙 (𝑠′ ) for every (𝐴, 𝑠′) ∈ Ob(A /𝑋 ′), so

𝛽𝐹𝑋 ′ (𝜙
∗𝑡) = (𝜔∗

𝜙 (𝑠′ ) (𝑡) | (𝐴, 𝑠
′) ∈ Ob(A /𝑋 ′)) = 𝛽𝐹𝑋 (𝑡) ◦ 𝜙 : 𝑋 ′ → 𝐹 |A
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which is the required naturality. This completes the proof of (i) and (ii). For (iii), we need
to check that every morphism 𝛾 : 𝐹 → 𝐹 ′ of representable presheaves on Â and every
𝑋 ∈ Ob(Â ) induce a commutative diagram :

𝐹𝑋
𝛽𝐹
𝑋 //

𝛾𝑋

��

Â (𝑋, 𝐹 |A )

Â (𝑋,𝛾 |A )
��

𝐹 ′𝑋
𝛽𝐹
′

𝑋 // Â (𝑋, 𝐹 ′|A )

with 𝛾 |A := 𝛾 ★ (ℎA )op : 𝐹 |A → 𝐹 ′|A .

However, for every 𝑡 ∈ 𝐹𝑋 we have 𝛽𝐹 ′
𝑋
(𝛾𝑋 𝑡) = (𝜔∗𝑠 (𝛾𝑋 𝑡) | (𝐴, 𝑠) ∈ Ob(A /𝑋 )), and the

naturality of 𝛾 yields, for every (𝐴, 𝑠) ∈ Ob(A /𝑋 ), the commutative diagram :

𝐹𝑋
𝜔∗𝑠 //

𝛾𝑋

��

𝐹ℎ𝐴

(𝛾 |A )𝐴
��

𝐹 ′𝑋
𝜔∗𝑠 // 𝐹 ′ℎ𝐴

which easily implies that 𝛽𝐹 ′
𝑋
(𝛾𝑋 𝑡) = 𝛾 |A ◦ 𝛽𝐹𝑋 (𝑡), as required. □

Remark 1.7.8. (i) With the notation of theorem 1.7.5, notice that assertion (iii) of the
theorem implies that ℎA

! is isomorphic to the identity endofunctor of Â .

(ii) Theorem 1.7.5 also implies that, for any small category A , the category Â is carte-
sian closed (see example 1.6.13(iii)). Indeed, in light of theorem 1.7.5(iii) it suffices to check
that for every 𝐹 ∈ Ob(Â ), the functor (−)×𝐹 preserves small colimits, and since colimits
are computed termwise in Â , we come down to showing that for every set 𝑆 , the functor

(−) × 𝑆 : Set→ Set 𝑇 ↦→ 𝑇 × 𝑆 (𝑇 ′
𝑓
−→ 𝑇 ) ↦→ (𝑓 × 𝑆)

preserves small colimits, which holds by example 1.6.19(i). Moreover, by proposition
1.7.7(ii), for the internal Hom functor we can take

H𝑜𝑚(𝐹,𝐺)𝐴 := Â (ℎ𝐴 × 𝐹,𝐺) ∀𝐴 ∈ Ob(A )

and proposition 1.7.7(iii) says that for every 𝑢 ∈ Â (𝐺,𝐺 ′), 𝑤 ∈ Â (𝐹 ′, 𝐹 ), 𝐴 ∈ Ob(A ),
the associated map H𝑜𝑚(𝑤,𝑢)𝐴 : H𝑜𝑚(𝐹,𝐺)𝐴 →H𝑜𝑚(𝐹 ′,𝐺 ′)𝐴 is given by the rule :

(ℎ𝐴 × 𝐹
𝑣−→ 𝐺) ↦→ (ℎ𝐴 × 𝐹 ′

ℎ𝐴×𝑤−−−−−→ ℎ𝐴 × 𝐹
𝑣−→ 𝐺

𝑢−→ 𝐺 ′).
(iii) In the situation of theorem 1.7.5, let 𝑣 : A → C be another functor, and 𝜏• : 𝑢 ⇒ 𝑣

a natural transformation; by remark 1.6.6(iv), we get an induced natural transformation
𝜏∗• : 𝑣∗ ⇒ 𝑢∗, whence an adjoint natural transformation (see §1.6.10)

𝜏!• := (𝜏∗•)∨ : 𝑢! ⇒ 𝑣!.

Corollary 1.7.9. (i) In the situation of remark 1.7.8(iii), we have a commutative diagram
of natural transformations :

𝑢
𝜏• +3

𝜔𝑢• ��

𝑣

𝜔𝑣•��
𝑢! ◦ ℎA 𝜏!•★ℎ +3 𝑣! ◦ ℎA

whose vertical arrows are the natural isomorphisms of theorem 1.7.5(ii).



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 48

(ii) Suppose that 𝜏𝐴 is an epimorphism for every𝐴 ∈ Ob(A ); then 𝜏!𝐹 is an epimorphism
for every 𝐹 ∈ Ob(Â ).

Proof. (i): The proof of theorem 1.7.5(i,ii) exhibits an explicit adjunction 𝜗𝑢•• (resp. 𝜗𝑣••)
for the pair (𝑢!, 𝑢∗) (resp. for the pair (𝑣!, 𝑣∗)); for given 𝐴 ∈ Ob(A ) and 𝑋 ∈ Ob(C ),
consider then the diagram :

Â (ℎ𝐴, 𝑣∗𝑋 )
𝜗𝑣
ℎ𝐴,𝑋 //

Â (ℎ𝐴,𝜏∗𝑋 ) ��

C (𝑣! (ℎ𝐴), 𝑋 )
C (𝜔𝑣

𝐴
,𝑋 )

//

C (𝜏!ℎ𝐴 ,𝑋 )
��

C (𝑣 (𝐴), 𝑋 )

C (𝜏𝐴,𝑋 )
��

Â (ℎ𝐴, 𝑢∗𝑋 )
𝜗𝑢
ℎ𝐴,𝑋 // C (𝑢! (ℎ𝐴), 𝑋 )

C (𝜔𝑢
𝐴
,𝑋 )

// C (𝑢 (𝐴), 𝑋 )

whose left square commutes, by definition of 𝜏!•, and notice that the assertion is equiva-
lent to the commutativity of the right square for every such 𝐴 and 𝑋 . However, a direct
inspection of the constructions shows that the composition of the top horizontal arrows
is the canonical bijection

Â (ℎ𝐴, 𝑣∗𝑋 ) ∼−→ 𝑣∗𝑋 (𝐴) = C (𝑣 (𝐴), 𝑋 ) (ℎ𝐴
𝜙•−−→ 𝑣∗𝑋 ) ↦→ 𝜙𝐴 (1𝐴)

provided by Yoneda’s lemma, and likewise for the composition of the bottom horizontal
arrows. The assertion follows straighforwardly.

(ii): By proposition 1.7.3, there exists a small category 𝐼 and a functor 𝜙 : 𝐼 → A such
that 𝐹 represents the colimit of ℎA ◦𝜙 : 𝐼 → Â ; then𝑢!𝐹 and 𝑣!𝐹 represent the colimits of
𝑢!◦ℎA ◦𝜙 and respectively 𝑣!◦ℎA ◦𝜙 ([13, Prop.2.49(ii)]), and under these identifications,
𝜏!𝐹 correspond to the colimit of 𝜏! ◦ ℎA ◦ 𝜙 . In light of (i), it then suffices to check that if
𝜏𝐴 is an epimorphism for every 𝐴 ∈ Ob(A ), the colimit of 𝜏• ◦ 𝜙 is an epimorphism as
well, and the latter follows from [13, Exerc.2.34(ii)]. □

1.8. Subobjects and quotients. Let C be a category, and 𝑋 ∈ Ob(C ); we denote

SubC (𝑋 )

the class of subobjects of 𝑋 (see [13, Def.2.8 and Rem.2.9(ii)]). If all fibre products are
representable in C , every morphism 𝑓 : 𝑌 → 𝑋 induces a map ([13, Rem.2.48(iii)])

SubC (𝑓 ) : SubC (𝑋 ) → SubC (𝑌 ) (𝑍 ↩→ 𝑋 ) ↦→ (𝑌 ×𝑋 𝑍 ↩→ 𝑌 ).

Definition 1.8.1. Let C be any category.
(i) We say that C is well powered, if SubC (𝑋 ) is a set for every 𝑋 ∈ Ob(C ).
(ii) Suppose that C is well powered, and that all fibre products are representable in C .

Then evidently we get a well-defined presheaf :

SubC : C op → Set 𝑋 ↦→ SubC (𝑋 ) (𝑓 : 𝑌 → 𝑋 ) ↦→ SubC (𝑓 ).

We call subobject classifier for C any object of C that represents the presheaf SubC .

Remark 1.8.2. (i) A well powered category C with fibre products does not necessarily
admit a subobject classifier, but as usual, by Yoneda’s lemma, if such an object exists, it is
unique up to isomorphism.

(ii) Notice also that, for every category C with fibre products, every monomorphism
𝑓 : 𝑋 → 𝑌 induces a surjection SubC (𝑓 ) : indeed, every subobject 𝑖 : 𝑍 ↩→ 𝑋 of 𝑋
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induces a commutative diagram of C where the projection 𝑝𝑍 is an isomorphism :

𝑍 ×𝑌 𝑋
𝑝𝑍 //

𝑝𝑋 %%

𝑍

𝑖||
𝑋 .

Also, every split epimorphism 𝑔 induces an injection SubC (𝑔), since every contravariant
functor sends split epimorphisms to split monomorphisms.

Example 1.8.3. (i) The set [1] = {0, 1} is a subobject classifier for the category Set :
indeed, for every set 𝑆 , the set SubSet (𝑆) is of course the power set P (𝑆) of all subsets of
𝑆 , and we have a natural bijectionP (𝑆) ∼−→ Set(𝑆, [1]) that assigns to every subset𝑇 ⊂ 𝑆
its characteristic function 𝜒𝑇 : 𝑆 → [1] such that 𝜒−1

𝑇
(1) = 𝑇 .

(ii) The map SubSet (𝑓 ) associated with a map of sets 𝑓 : 𝑆 ′ → 𝑆 corresponds, under
the identifications of (i), to the map Set(𝑓 , [1]) : Set(𝑆, [1]) → Set(𝑆 ′, [1]) that assigns to
every characteristic function 𝜒𝑇 : 𝑆 → [1] the characteristic function 𝜒𝑇 ◦ 𝑓 = 𝜒𝑓 −1 (𝑇 ) .
(iii) Notice that the map 𝑓 is injective (resp. surjective) if and only if Set(𝑓 , [1]) is

surjective (resp. injective). Indeed, let 𝑥 ′, 𝑦′ ∈ 𝑆 ′ be two distinct elements; if Set(𝑓 , [1]) is
surjective, then {𝑥 ′} = 𝑓 −1{𝑓 (𝑥 ′)} and {𝑦′} = 𝑓 −1{𝑓 (𝑦′)}, so 𝑓 (𝑥 ′) ≠ 𝑓 (𝑦′). If Set(𝑓 , [1])
is injective, then for every 𝑥 ∈ 𝑆 we must have 𝑓 −1 (𝑥) ≠ 𝑓 −1 (∅) = ∅, i.e. 𝑓 is surjective.
The converse assertions follow from remark 1.8.2(ii).
(iv) Assertion (iii) holds more generally for any map 𝑓 : 𝑋 → 𝑌 of classes : such 𝑓 is

injective (resp. surjective)⇔ every subclass of 𝑋 is of the form 𝑓 −1 (𝑆) for a subclass 𝑆 of
𝑌 (resp.⇔ for any two distinct subclasses 𝑇1,𝑇2 ⊂ 𝑌 we have 𝑓 −1𝑇1 ≠ 𝑓 −1𝑇2).

(v) Let 𝐼 be a category, 𝐹 : 𝐼 → Set a functor, and (𝑄, 𝜏•) the canonical pair consisting
of the global colimit and the global co-cone (see example 1.2.13(ii)). Suppose moreover
that 𝐹 admits a colimit 𝐶 (this holds, e.g. if 𝐼 is cofinally small), and let 𝜂• : 𝐹 ⇒ 𝑐𝐶 be
a universal co-cone. Then we get a unique map 𝑓 : 𝑄 → 𝐶 such that 𝜂𝑖 = 𝑓 ◦ 𝜏𝑖 for
every 𝑖 ∈ Ob(𝐼 ); furthermore, by the universal properties of 𝜏• and 𝜂•, the map 𝑓 induces
a bijection between the set Set(𝐶, [1]) and the set of all maps 𝑄 → [1] (the fact that the
maps 𝑄 → [1] form a set follows from the existence of the bijection). By (iv), it follows
that 𝑓 is a bijection, so 𝑄 is a set, and 𝜏• is a universal co-cone.

Proposition 1.8.4. Let A be any small category; we have :

(i) The category Â is well powered and admits a suboboject classifier.

(ii) SubÂ ◦ (ℎ
A )op is a subobject classifier for Â (notation of definition 1.6.3).

Proof. For every 𝐹 ∈ Ob(Â ) we have a natural injection :

SubÂ (𝐹 ) →
l

𝐴∈Ob(A )
SubSet (𝐹𝐴)

whence the first assertion of (i). For (ii) and the second assertion of (i), proposition 1.7.7(i)
reduces to checking that SubÂ preserves small limits, and then it suffices to show that
Subop

Â
: Â → Setop preserves small direct sums and coequalizers ([13, Exerc.2.42]).

• Hence, let (𝐹𝜆 | 𝜆 ∈ Λ) be any small family of presheaves onA , and set 𝐹 :=
⊔
𝜆∈Λ 𝐹𝜆 ;

we need to check the bijectivity of the natural map :

(∗) SubÂ (𝐹 ) →
l

𝜆∈Λ
SubÂ (𝐹𝜆) 𝐺 ↦→ (𝐺 ∩ 𝐹𝜆 | 𝜆 ∈ Λ).
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For the injectivity, it suffices to notice that 𝐺 represents the direct sum of the family
(𝐺 ∩ 𝐹𝜆 | 𝜆 ∈ Λ), by example 1.6.19(ii). Next, let (𝐺𝜆 | 𝜆 ∈ Λ) be a family of presheaves
on A with 𝐺𝜆 ⊂ 𝐹𝜆 for every 𝜆 ∈ Λ; after evaluating on each object of A , we get
(⊔𝜆∈Λ𝐺𝜆) ∩ 𝐹𝜆 = 𝐺𝜆 for every 𝜆 ∈ Λ, whence the surjectivity of (∗).

• Lastly, let 𝑓 , 𝑔 : 𝐹 ⇒ 𝐺 be two morphisms of Â , and 𝑝 : 𝐺 → 𝐸 the epimorphism
onto the coequalizer 𝐸 of the pair (𝑓 , 𝑔). We need to check that SubÂ (𝑝) : SubÂ (𝐸) →
SubÂ (𝐺) identifies SubÂ (𝐸) with the equalizer of the maps

SubÂ (𝑓 ), SubÂ (𝑔) : SubÂ (𝐺) ⇒ SubÂ (𝐹 ).

The injectivity of SubÂ (𝑝) is clear, again by virtue of example 1.6.19(ii). Then, consider a
subobject 𝑗 : 𝐺 ′ ↩→ 𝐺 such that 𝑓 −1𝐺 ′ := 𝐹 ×(𝑓 , 𝑗 )𝐺 ′ = 𝑔−1𝐺 ′ := 𝐹 ×(𝑔,𝑗 )𝐺 ′, and let 𝐸′ ⊂ 𝐸
be the image of 𝐺 ′; we need to check that 𝐺 ′ = 𝐺 ′′ := 𝐺 ×𝐸 𝐸′. Now, by construction
we have 𝐺 ′ ⊂ 𝐺 ′′; for the converse inclusion, we have to show that 𝐺 ′′𝐴 ⊂ 𝐺 ′𝐴 for
every 𝐴 ∈ Ob(A ), and since limits and colimits in Â are computed termwise (see 1.3),
we have 𝐸′𝐴 = 𝑝𝐴 (𝐺 ′𝐴) and 𝐺 ′′𝐴 = 𝐺𝐴 ×𝐸𝐴 𝐸′𝐴 ∼−→ 𝑝−1

𝐴
(𝐸′𝐴). By the same token, 𝐸𝐴

is the coequalizer of the two maps 𝑓𝐴, 𝑔𝐴 : 𝐹𝐴 ⇒ 𝐺𝐴, i.e. 𝐸𝐴 = 𝐺𝐴/∼, where ∼ is the
smallest equivalence relation on 𝐺𝐴 such that 𝑓𝐴 (𝑥) ∼ 𝑔𝐴 (𝑥) for every 𝑥 ∈ 𝐹𝐴. Hence,
let (𝑦, 𝑧) ∈ 𝐺 ′′, so that 𝑦 ∈ 𝐺𝐴, 𝑧 ∈ 𝐸′𝐴 and 𝑝𝐴 (𝑦) = 𝑧; we come down to checking that
𝑦 ∈ 𝐺 ′𝐴. To this aim, define the relation :: on 𝐺𝐴 by :

𝑦1::𝑦2 ⇔ either {𝑦1, 𝑦2} ⊂ 𝐺 ′𝐴 or {𝑦1, 𝑦2} ∩𝐺 ′𝐴 = ∅.

It is easily seen that :: is an equivalence relation. On the other hand, it is easily seen
that 𝑓𝐴 (𝑥)::𝑔𝐴 (𝑥) for every 𝑥 ∈ 𝐹𝐴, since 𝑓 −1𝐴

(𝐺 ′𝐴) = 𝑔−1
𝐴
(𝐺 ′𝐴); but then we have :

𝑦1 ∼ 𝑦2 ⇒ 𝑦1::𝑦2 for every 𝑦1, 𝑦2 ∈ 𝐺𝐴. By assumption, there exists 𝑦′ ∈ 𝐺 ′𝐴 with
𝑝 (𝑦′) = 𝑧, so 𝑦 ∼ 𝑦′, and finally 𝑦::𝑦′, i.e. 𝑦 ∈ 𝐺 ′𝐴. □

1.8.5. Let C be a well powered and cartesian closed category (see example 1.6.13(iii)),
with representable fibre products, and let Ω be a subobject classifier for C . We set

Γ(𝑋 ) := H𝑜𝑚(𝑋,Ω) ∀𝑋 ∈ Ob(C )

where H𝑜𝑚 denotes a given internal Hom functor for C (see example 1.6.13(iii)). We
then get natural bijections :

C (𝑌, Γ(𝑋 )) ∼−→ C (𝑌 × 𝑋,Ω) ∼−→ SubC (𝑌 × 𝑋 ) ∀𝑋,𝑌 ∈ Ob(C )

and we denote by

𝛿𝑋 : 𝑋 → Γ(𝑋 )

the unique morphism of C corresponding, under these bijections, to the diagonal subob-
ject Δ𝑋 : 𝑋 → 𝑋 × 𝑋 . The following lemma shall be used in remark 4.2.8, in order to
provide an alternative proof for corollary 4.2.7.

Lemma 1.8.6. In the situation of §1.8.5, for every 𝑋 ∈ Ob(C ) we have :
(i) 𝛿𝑋 is a monomorphism of C .

(ii) Γ(𝑋 ) is an injective object of C .

(iii) Especially, if C admits a final object, Ω is an injective object of C .
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Proof. (i): Consider two morphisms 𝑓 , 𝑔 : 𝑌 ⇒ 𝑋 of C such that 𝛿𝑋 ◦ 𝑓 = 𝛿𝑋 ◦ 𝑔. Notice
that every morphism ℎ : 𝑍 → 𝑌 of C induces a commutative diagram :

(∗)
C (𝑌, Γ(𝑋 )) ∼ //

ℎ∗
��

SubC (𝑌 × 𝑋 )
SubC (ℎ×𝑋 )
��

C (𝑍, Γ(𝑋 )) ∼ // SubC (𝑍 × 𝑋 )

whose horizontal arrows are the bijection of §1.8.5. As 𝑓 ∗ (𝛿𝑋 ) = 𝑔∗ (𝛿𝑋 ), we may apply
(∗) with ℎ replaced by either 𝑓 or 𝑔, to deduce :

(∗∗) [(𝑌 × 𝑋 ) ×(𝑓 ×𝑋,Δ𝑋 ) 𝑋 ] = [(𝑌 × 𝑋 ) ×(𝑔×𝑋,Δ𝑋 ) 𝑋 ] in SubC (𝑌 × 𝑋 )
where, for every monomorphism 𝑗 : 𝑇 → 𝑆 of C , we let [ 𝑗] denote the class of 𝑗 in
SubC (𝑆). Notice moreover that 𝑓 yields the commutative diagram :

𝑌 ×(𝑓 ,1𝑋 ) 𝑋 ∼−→ 𝑌
Γ𝑓 //

��

𝑌 × 𝑋
𝑞1 //

𝑓 ×𝑋
��

𝑌

𝑓

��
𝑋

Δ𝑋 // 𝑋 × 𝑋
𝑝1 // 𝑋

whose two square subdiagrams are cartesian, and where we let 𝑋
𝑝1←− 𝑋 × 𝑋

𝑝2−→ 𝑋

and 𝑌
𝑞1←− 𝑌 × 𝑋

𝑞2−→ 𝑋 be the natural projections. Likewise, 𝑔 induces a corresponding
morphism Γ𝑔 : 𝑌 → 𝑌 × 𝑋 , and by construction, we have :

𝑞1 ◦ Γ𝑓 = 𝑞1 ◦ Γ𝑔 = 1𝑌 𝑞2 ◦ Γ𝑓 = 𝑓 𝑞2 ◦ Γ𝑔 = 𝑔.
In other words, Γ𝑓 and Γ𝑔 are the graphs of the morphisms 𝑓 and 𝑔, and the identities (∗∗)
come down to :

[Γ𝑓 ] = [Γ𝑔] in SubC (𝑌 × 𝑋 ).
The latter means that Γ𝑓 = Γ𝑔◦𝜔 for an automorphism𝜔 : 𝑌 ∼−→ 𝑌 ; but then 1𝑌 = 𝑞1◦Γ𝑓 =
𝑞1 ◦ Γ𝑔 ◦ 𝜔 = 𝜔 , i.e. Γ𝑓 = Γ𝑔, and finally, 𝑓 = 𝑞2 ◦ Γ𝑓 = 𝑞2 ◦ Γ𝑔 = 𝑔, whence the contention.

(ii): Let ℎ : 𝑍 → 𝑌 be a monomorphism, and 𝑓 : 𝑍 → Γ(𝑋 ) any morphism. Under the
bijections of §1.8.5, 𝑓 corresponds to the class in SubC (𝑍 × 𝑋 ) of some monomorphism
𝑖 : 𝑆 𝑓 → 𝑍 × 𝑋 ; notice that ℎ × 𝑋 : 𝑍 × 𝑋 → 𝑌 × 𝑋 is also a monomorphism ([13,
Exemp.2.23(iii)]), so the same holds for 𝑗 := (ℎ ×𝑋 ) ◦ 𝑖 : 𝑆 𝑓 → 𝑌 ×𝑋 , and the class [ 𝑗] of
𝑗 is an element of SubC (𝑌 × 𝑋 ), corresponding to a unique morphism 𝑔 : 𝑌 → Γ(𝑋 ). It
is then easily seen that SubC (ℎ × 𝑋 ) ( [ 𝑗]) = [𝑖] (the details are left to the reader), and in
view of (∗), we get ℎ∗ (𝑔) = 𝑓 , i.e. 𝑓 = 𝑔 ◦ ℎ, whence the assertion.

(iii): Let 𝐸 be a final object of C , and notice that the natural projection 𝑋 × 𝐸 → 𝑋 is
an isomorphism for every 𝑋 ∈ Ob(C ). We deduce a natural bijection

C (𝑋,Ω) ∼−→ C (𝑋 × 𝐸,Ω) ∼−→ C (𝑋,H𝑜𝑚(𝐸,Ω)) ∀𝑋 ∈ Ob(C )
whence, by Yoneda’s lemma (theorem 1.6.5(i)), an isomorphism Ω ∼−→H𝑜𝑚(𝐸,Ω), so the
assertion follows from (ii). □

1.8.7. Images and coimages. Let C be a category, and 𝑓 : 𝑋 → 𝑌 a morphism of C . We
let S𝑓 be the full subcategory of C /𝑌 whose objects are the monomorphisms 𝑗 : 𝑌 ′ → 𝑌

in C such that 𝑓 factors (necessarily uniquely) through 𝑗 . The image of 𝑓 is defined as
the initial object of S𝑓 , if such an initial object exist, in which case it is denoted :

𝑗𝑓 : Im(𝑓 ) → 𝑌
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and it is easily seen that 𝑗𝑓 represents in C /𝑌 the product of all objects of S𝑓 , so it is well
defined up to unique isomorphism. We have also a natural map :

(∗) Ob(S𝑓 ) → SubC (𝑌 ) (𝑌 ′
𝑗
−→ 𝑌 ) ↦→ [ 𝑗]

where [ 𝑗] denotes the equivalence class of 𝑗 . Let 𝑆 𝑓 ⊂ SubC (𝑌 ) be the image of (∗), and
pick a section 𝜄 𝑓 : 𝑆 𝑓 → Ob(S𝑓 ) of (∗); then the image of 𝜄 𝑓 is the set of objects of a
(cofinal and) coinitial full subcategory S ′

𝑓
of S𝑓 , so in order to represent the image of 𝑓 ,

it suffices to be able to form the product in C /𝑌 of all the objects of S ′
𝑓
(corollary 1.5.4(ii)).

Especially, if C is complete and well-powered, then C /𝑌 is complete for every 𝑌 ∈ Ob(C )
(lemma 1.4.7(i)), and the image of every morphism 𝑋 → 𝑌 of C is representable in C /𝑌 .
• Suppose that the image of 𝑓 exists in C /𝑌 , and that all equalizers in C are repre-

sentable. Then the resulting morphism 𝛼 𝑓 : 𝑋 → Im(𝑓 ) (such that 𝑓 = 𝑗𝑓 ◦ 𝛼 𝑓 ) is an
epimorphism of C . Indeed, let 𝑔, ℎ ∈ C (Im(𝑓 ), 𝑍 ) such that 𝑔 ◦𝛼 𝑓 = ℎ ◦𝛼 𝑓 , and denote by
𝑖 : 𝐸 → Im(𝑓 ) the equalizer of 𝑔 and ℎ; then 𝛼 𝑓 = 𝑖 ◦𝜙 for a unique morphism 𝜙 : 𝑋 → 𝐸,
whence 𝑓 = 𝑗𝑓 ◦ 𝑖 ◦ 𝜙 , and 𝑖 is a monomorphism of C , so the same holds for 𝑗𝑓 ◦ 𝑖 . But
then 𝑖/𝑌 : (𝐸, 𝑗𝑓 ◦ 𝑖) → (Im(𝑓 ), 𝑗𝑓 ) is a morphism in S𝑓 , which must be an isomorphism,
since (Im(𝑓 ), 𝑗𝑓 ) is initial in S𝑓 ; so 𝑖 is an isomorphism in C , whence 𝑔 = ℎ, QED.
• Dually, we define the coimage of 𝑓 as the image of 𝑓 op : 𝑌 op → 𝑋 op in C op. If the

latter exists, it is then an epimorphism :

𝜋𝑓 : 𝑋 → Coim(𝑓 )
well defined up to unique isomorphism, such that 𝑓 factors uniquely through 𝜋𝑓 . If C is
cocomplete and co-well-powered (i.e. such that C op is well-powered), then the coimage of
every morphism 𝑓 : 𝑋 → 𝑌 of C exists in 𝑋/C . Moreover, if the coimage of 𝑓 exists, and
if all coequalizers in C are representable, the resulting morphism 𝛽𝑓 : Coim(𝑓 ) → 𝑌 is a
monomorphism of C .
• If the image and coimage of 𝑓 : 𝑋 → 𝑌 exist in C , and if either all the equalizers or

all the coequalizers in C are representable, then we have a unique factorization of 𝑓 as :

𝑋
𝛼𝑓−−→ Im(𝑓 )

𝜔 𝑓−−→ Coim(𝑓 )
𝛽𝑓−−→ 𝑌 with 𝜋𝑓 = 𝜔 𝑓 ◦ 𝛼 𝑓 and 𝑗𝑓 = 𝛽𝑓 ◦ 𝜔 𝑓

where𝜔 𝑓 is both amonomorphism and an epimorphism (details left to the reader). Simple
examples show that 𝜔 𝑓 is not always an isomorphism, in this generality.

Example 1.8.8. (i) Let us show that the monomorphisms of Cat are the functors 𝐹 :
A → B between small categories, that factor through the inclusion of a subcategory
B′ ↩→ B and an isomorphism A ∼−→ B′. Indeed, such functors are clearly monomor-
phisms ofCat; the converse amounts to checking that every suchmonomorphism induces
an injection Ob(𝐹 ) : Ob(A ) → Ob(B), and injections 𝐹𝑋𝑌 : A (𝑋,𝑌 ) → B(𝐹𝑋, 𝐹𝑌 ) for
every 𝑋,𝑌 ∈ Ob(A ). However, suppose that 𝐹𝑋1 = 𝐹𝑋2 for some 𝑋1, 𝑋2 ∈ Ob(A ), and
let [0] be the discrete category with Ob( [0]) = {0}; then we have two functors

𝐺1,𝐺2 : [0] → A 𝐺𝑖 (0) := 𝑋𝑖 (𝑖 = 1, 2)
with 𝐹 ◦𝐺1 = 𝐹 ◦𝐺2, whence𝐺1 = 𝐺2, i.e. 𝑋1 = 𝑋2. This shows that Ob(𝐹 ) is an injection.
Likewise, suppose that 𝑓1, 𝑓2 ∈ A (𝑋,𝑌 ) verify 𝐹 𝑓1 = 𝐹 𝑓2, and let [1] be the category such
that Ob( [1]) = {0, 1} and Mor( [1]) = {10, 11,

−→01 : 0→ 1}; then we have two functors

𝐻1, 𝐻2 : [1] → B such that 𝐻𝑖 (
−→01) := 𝑓𝑖 (𝑖 = 1, 2)

with 𝐹 ◦ 𝐻1 = 𝐹 ◦ 𝐻2, and this implies that 𝑓1 = 𝑓2, as stated.
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(ii) From (i) we see that Cat is well powered, and more precisely, for every A ∈
Ob(Cat), the set SubCat (A ) is (in natural bijection with) the set of all subcategories
of A . Moreover, for every family (A𝑖 | 𝑖 ∈ 𝐼 ) of subcategories of A , the intersection
A :=

⋂
𝑖∈𝐼 A𝑖 is well defined : namely, it is the subcategory B of A with Ob(B) :=⋂

𝑖∈𝐼 Ob(A𝑖 ) and B(𝑋,𝑌 ) := ⋂
𝑖∈𝐼 A𝑖 (𝑋,𝑌 ) for every 𝑋,𝑌 ∈ Ob(B). Hence, the discus-

sion of §1.8.7 applies to Cat, and shows that every functor 𝐹 : A → B between small
categories has an image Im(𝐹 ) ⊂ B, and Ob(Im(𝐹 )) is {𝐹𝐴 |𝐴 ∈ Ob(A )}.
(iii) Consider next a category A , a wide category B (see definition 1.2.3(ii)), and a

functor 𝐹 : A → B. By lemma 1.2.10(i,ii), there exists a minimal wide subcategory
B′ ⊂ B with {𝐹 𝑓 | 𝑓 ∈ Mor(A )} ⊂ Mor(B′) and Ob(B′) = {𝐹𝐴 |𝐴 ∈ Ob(A )}; also,
if A is small, the same holds for B′. Clearly 𝐹 factors uniquely through B′, and it is
easily seen that B′ enjoys the categorical properties of an image for the functor 𝐹 : i.e. 𝐹
factors through a wide subcategory C of B if and only if B′ ⊂ C . By a small abuse of
terminology, we may then call B′ the image of the functor 𝐹 .
(iv) As an application, we deduce that a category C is cofinally small if and only if it has

a small cofinal subcategory (see definition 1.5.1(iii,iv)). Indeed, the condition is trivially
sufficient; conversely, let 𝐹 : A → C be a given functor from a small category A ;
the explicit construction of (iii) shows that the image C ′ of 𝐹 is a small subcategory
of C , and by a direct inspection of the definitions we easily check that if 𝐹 is cofinal,
then C ′ is a cofinal subcategory of C . Moreover, the full subcategory C ′′ of C with
Ob(C ′′) = Ob(C ′) is also small, and by the same token it is again cofinal in C ; taking
into account proposition 1.5.7(ii,iii.b) we deduce that C is filtered and cofinally small if
and only if it has a small filtered cofinal subcategory.

Remark 1.8.9. (i) Let C be a category, and 𝑓 : 𝑋 → 𝑌 a morphism of C . Let R𝑓 be the
full subcategory of S𝑓 whose objects are the regular monomorphisms 𝑗 : 𝑌 ′ → 𝑌 (see
definition 1.1.12). The regular image of 𝑓 is defined as the initial object of R𝑓 , denoted

𝑗∗
𝑓
: Im∗ (𝑓 ) → 𝑌

if such an object exists, in which case it is unique up to unique isomorphism. So, 𝑗∗
𝑓
is a

regular monomorphism and 𝑓 is the composition of 𝑗∗
𝑓
and a unique morphism 𝛼∗

𝑓
: 𝑋 →

Im∗ (𝑓 ). If every monomorphism of C is regular, then R𝑓 = S𝑓 and Im(𝑓 ) = Im∗ (𝑓 ).
(ii) Suppose that all the equalizers and all the amalgamated sums are representable in

C . Then we claim that the regular image of 𝑓 is represented by the equalizer 𝑙 : 𝐸 → 𝑌

of the two natural morphisms

𝑒1, 𝑒2 : 𝑌 ⇒ 𝑌 ⊔𝑋 𝑌 .

Indeed, let 𝑖 : 𝑍 → 𝑌 be a regular monomorphism such that 𝑓 factors through 𝑖 and a
morphism 𝑔 : 𝑋 → 𝑍 ; then 𝑖 is the equalizer of the two natural morphisms 𝑒′1, 𝑒

′
2 : 𝑌 ⇒

𝑌 ⊔𝑍 𝑌 (remark 1.1.13(ii)), and since 𝑒′1 ◦ 𝑓 = 𝑒′1 ◦ 𝑖 ◦𝑔 = 𝑒′2 ◦ 𝑖 ◦𝑔 = 𝑒′2 ◦ 𝑓 , we have a unique
morphism ℎ : 𝑌 ⊔𝑋 𝑌 → 𝑌 ⊔𝑍 𝑌 such that ℎ ◦ 𝑒1 = 𝑒′1 and ℎ ◦ 𝑒2 = 𝑒′2. Then we get :

𝑒′1 ◦ 𝑙 = ℎ ◦ 𝑒1 ◦ 𝑙 = ℎ ◦ 𝑒2 ◦ 𝑙 = 𝑒′2 ◦ 𝑙

so that 𝑙 factors through 𝑖 , necessarily uniquely, since 𝑖 is a monomorphism.
(iii) Dually, the regular coimage of 𝑓 , denoted

𝜋∗
𝑓
: 𝑋 → Coim∗ (𝑓 )
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is the regular image of 𝑓 op in C op. So 𝜋∗
𝑓
is a regular epimorphism such that :

𝑓 = 𝛽∗
𝑓
◦ 𝜋∗

𝑓
with 𝛽∗

𝑓
:= 𝛼∗

𝑓 op : Coim
∗ (𝑓 ) → 𝑌

and is a final object of the subcategory of S𝑓 op whose objects are the regular epimor-
phisms through which 𝑓 factors. If all the coequalizers and all the fibre products are repre-
sentable in C , then the regular coimage of 𝑓 is represented by the coequalizer of the two
natural morphisms

𝑝1, 𝑝2 : 𝑋 ×𝑌 𝑋 ⇒ 𝑋 .

(iv) A direct inspection of the definitions yields a unique monomorphism of C /𝑌 (resp.
epimorphism of 𝑋/C ) :

(∗) Im(𝑓 ) → Im∗ (𝑓 ) Coim∗ (𝑓 ) → Coim(𝑓 )
whenever these images (resp. coimages) are both defined. Also, whenever the regular
image and the regular coimage of 𝑓 both exist, we have a unique factorization of 𝑓 :

𝑋
𝜋∗
𝑓−−→ Coim∗ (𝑓 )

𝜔∗
𝑓−−→ Im∗ (𝑓 )

𝑗∗
𝑓−→ 𝑌 .

Indeed, say that 𝑗∗
𝑓
is the equalizer of a pair of morphisms 𝑢, 𝑣 : 𝑌 ⇒ 𝑍 ; then

𝑢 ◦ 𝛽∗
𝑓
◦ 𝜋∗

𝑓
= 𝑢 ◦ 𝑓 = 𝑣 ◦ 𝑓 = 𝑣 ◦ 𝛽∗

𝑓
◦ 𝜋∗

𝑓

whence 𝑢 ◦ 𝛽∗
𝑓
= 𝑣 ◦ 𝛽∗

𝑓
, since 𝜋∗

𝑓
is an epimorphism, and therefore 𝛽∗

𝑓
factors through

Im∗ (𝑓 ). Neither 𝜔∗
𝑓
, nor the morphisms (∗) are necessarily isomorphisms. Moreover,

whereas the class of monomorphisms is stable under compositions, a composition of reg-
ular monomorphisms is not necessarily regular. However, we have :

Lemma 1.8.10. (i) Let C be a category as in remark 1.8.9(ii), and𝑋
𝑓
−→ 𝑌

𝑔
−→ 𝑍 two regular

monomorphisms of C . Suppose moreover that every push-out of every regular monomor-
phism of C is a monomorphism; then 𝑔 ◦ 𝑓 is regular.

(ii) Let C be a category, 𝑓 : 𝑋 → 𝑌 a morphism of C whose regular image exists in C .
Then 𝛼∗

𝑓
: 𝑋 → Im∗ (𝑓 ) is the coimage of 𝑓 ⇔ 𝛼∗

𝑓
is an epimorphism.

(iii) Let C be as in remark 1.8.9(ii). Suppose moreover that the class of regular monomor-
phisms of C is stable under compositions. Then 𝛼∗

𝑓
: 𝑋 → Im∗ (𝑓 ) is an epimorphism for

every morphism 𝑓 of C whose regular image exists in C .

Proof. (i): The condition means that for every cocartesian square in C :

𝐴
𝛼 //

��

𝐵

��
𝐴′

𝛼 ′ // 𝐵′

such that 𝛼 is a regular monomorphism, the same holds for 𝛼 ′. For the proof, denote by
𝑒1, 𝑒2 : 𝑍 ⇒ 𝑍 ⊔𝑋 𝑍 and 𝑒′1, 𝑒

′
2 : 𝑍 ⇒ 𝑍 ⊔𝑌 𝑍 the two pairs of natural morphisms; since

𝑒′1 ◦ 𝑔𝑓 = 𝑒′2 ◦ 𝑔𝑓 , we have a unique morphism ℎ : 𝑍 ⊔𝑋 𝑍 → 𝑍 ⊔𝑌 𝑍 such that ℎ ◦ 𝑒𝑖 = 𝑒′𝑖
for 𝑖 = 1, 2. Let also 𝑗 : 𝐸 → 𝑍 be the equalizer of 𝑒1 and 𝑒2; then 𝑒′1 ◦ 𝑗 = ℎ ◦ 𝑒1 ◦ 𝑗 =
ℎ ◦ 𝑒2 ◦ 𝑗 = 𝑒′2 ◦ 𝑗 , and since, by remark 1.1.13(ii), 𝑔 : 𝑌 → 𝑍 represents the equalizer
of 𝑒′1 and 𝑒

′
2, we deduce a unique morphism 𝑘 : 𝐸 → 𝑌 such that 𝑗 = 𝑔 ◦ 𝑘 . Since 𝑗 is a

monomorphism, the same holds for 𝑘 , and it follows easily that 𝑘 represents the equalizer
of 𝑒1 ◦ 𝑔 and 𝑒2 ◦ 𝑔 : the details are left to the reader.
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On the other hand, let 𝜀1, 𝜀2 : 𝑌 ⇒ 𝑌 ⊔𝑋 𝑌 and 𝑌
𝜀′1−→ 𝑌 ⊔𝑋 𝑍

𝜀′2←− 𝑍 be the two pairs of
natural morphisms, and consider the cocartesian squares :

𝑌 ⊔𝑋 𝑌
𝑌⊔𝑋𝑔

��

𝑌
𝜀2oo

𝑔

��

𝜀′1 // 𝑌 ⊔𝑋 𝑍
𝑔⊔𝑋𝑍
��

𝑌 ⊔𝑋 𝑍 𝑍
𝜀′2oo 𝑒1 // 𝑍 ⊔𝑋 𝑍 .

By assumption, both 𝑌 ⊔𝑋 𝑔 and 𝑔 ⊔𝑋 𝑍 are monomorphisms, so the same holds for their
composition 𝑔 ⊔𝑋 𝑔 : 𝑌 ⊔𝑋 𝑌 → 𝑍 ⊔𝑋 𝑍 . Lastly, notice that (𝑔 ⊔𝑋 𝑍 ) ◦ 𝜀′2 = 𝑒2 and
(𝑌 ⊔𝑋 𝑔) ◦ 𝜀1 = 𝜀′1, whence 𝑒𝑖 ◦ 𝑔 = (𝑔 ⊔𝑋 𝑔) ◦ 𝜀𝑖 for 𝑖 = 1, 2, so the equalizer of 𝑒1 ◦ 𝑔
and 𝑒2 ◦𝑔 is also the equalizer of 𝜀1 and 𝜀2; but the latter is represented by 𝑓 , according to
remark 1.1.13(ii). Summing up, we get a unique isomorphism 𝑙 : 𝑋 ∼−→ 𝐸 of C such that
𝑓 = 𝑘 ◦ 𝑙 , whence 𝑔 ◦ 𝑓 = 𝑗 ◦ 𝑙 , and this proves that 𝑔 ◦ 𝑓 is regular.

(ii): The condition is obviously necessary. Conversely, let 𝑝 : 𝑋 → 𝑍 be an epimor-
phism of C such that 𝑓 = ℎ ◦ 𝑝 for some morphism ℎ : 𝑍 → 𝑌 ; arguing as in remark
1.8.9(iv), we see that ℎ factors though 𝑗∗

𝑓
and a unique morphism 𝑍 → Im∗ (𝑓 ). Hence, if

𝛼∗
𝑓
is an epimorphism, it is the coimage of 𝑓 .
(iii): Consider morphisms 𝑢, 𝑣 : Im∗ (𝑓 ) ⇒ 𝑍 such that 𝑢 ◦ 𝛼∗

𝑓
= 𝑣 ◦ 𝛼∗

𝑓
, and let 𝑖 : 𝐸 →

Im∗ (𝑓 ) be the equalizer of 𝑢 and 𝑣 . Then 𝑖 is a regular monomorphism, and 𝛼∗
𝑓
= 𝑖 ◦ 𝑞 for

some morphism 𝑞 : 𝑋 → 𝐸. By assumption, 𝑗∗
𝑓
◦ 𝑖 : 𝐸 → 𝑌 is a regular monomorphism

as well, so there exists a morphism 𝑖′ : Im∗ (𝑓 ) → 𝐸 of C such that 𝑗∗
𝑓
◦ 𝑖 ◦ 𝑖′ = 𝑗∗

𝑓
, i.e.

𝑖 ◦ 𝑖′ = 1Im∗ (𝑓 ) , and then 𝑖 is an isomorphism ([13, Exerc.1.119(ii)]), so 𝑢 = 𝑣 , whence the
assertion. □

Example 1.8.11. (i) Let A be a small category; then every morphism 𝑓 : 𝑋 → 𝑌 of Â
admits an image : namely, Im(𝑓 ) is the subpresheaf of 𝑌 such that

Im(𝑓 )𝐴 := 𝑓𝐴 (𝑋𝐴) ∀𝐴 ∈ Ob(A ).
By remark 1.6.2(ii), Im(𝑓 ) is also the regular image of 𝑓 .

(ii) Let 𝑋 ∈ Ob(Â ), and 𝑋• := (𝑋𝑖 | 𝑖 ∈ 𝐼 ) a small family of subobjects of 𝑋 ; we define
the union

⋃
𝑖∈𝐼 𝑋𝑖 of the family 𝑋•, as the image of the induced morphism 𝑝 :

⊔
𝑖∈𝐼 𝑋𝑖 →

𝑋 , whose restriction to each 𝑋𝑖 is the inclusion 𝑋𝑖 → 𝑋 . Hence, the set of sections of⋃
𝑖∈𝐼 𝑋𝑖 over any 𝐴 ∈ Ob(A ) is just

⋃
𝑖∈𝐼 𝑋𝑖 (𝐴). Moreover, we have a natural diagram of

presheaves : ⊔
(𝑖, 𝑗 ) ∈ 𝐽 𝑋𝑖 ∩ 𝑋 𝑗

𝑗1 //
𝑗2
//
⊔
𝑖∈𝐼 𝑋𝑖

𝑝 // 𝑋

with 𝐽 := {(𝑖, 𝑗) ∈ 𝐼 2 | 𝑖 ≠ 𝑗} and 𝑋𝑖 ∩ 𝑋 𝑗 := 𝑋𝑖 ×𝑋 𝑋 𝑗 for every (𝑖, 𝑗) ∈ 𝐽 , where 𝑗1 (resp.
𝑗2) is the unique morphism of Â whose restriction to 𝑋𝑖 ∩ 𝑋 𝑗 agrees with the inclusion
𝑋𝑖 ∩ 𝑋 𝑗 → 𝑋𝑖 (resp. 𝑋𝑖 ∩ 𝑋 𝑗 → 𝑋 𝑗 ). Arguing as in example 1.1.14(ii,iii), we see that 𝑝
identifies

⋃
𝑖∈𝐼 𝑋𝑖 with the coequalizer of the pair of morphisms ( 𝑗1, 𝑗2). The same holds

if we choose an arbitrary total ordering of 𝐼 , and replace 𝐽 by {(𝑖, 𝑗) ∈ 𝐼 2 | 𝑖 < 𝑗}.

1.9. Preordered and partially ordered sets. Recall that a preorder on a class 𝐶 is a
binary relation ≤ on𝐶 that is reflexive and transitive; then ≤ is a partial order if it is also
anti-symmetric, i.e. if 𝑥 ≤ 𝑦 ≤ 𝑥 ⇒ 𝑥 = 𝑦. A total order on𝐶 is a partial order ≤ such that
for every 𝑥,𝑦 ∈ 𝐶 we have either 𝑥 ≤ 𝑦 or 𝑦 ≤ 𝑥 . A preordered (resp. partially ordered,
resp. totally ordered) class is the datum (𝐶, ≤) of a class and a preorder (resp. a partial
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order, resp. a total order) ≤ on𝐶; if 𝐶 is a set, naturally we say that (𝐶, ≤) is a preordered
(resp. partially ordered, resp. totally ordered) set.

Remark 1.9.1. (i) Let 𝑆 be a given set; the set Pr(𝑆) of preorders on 𝑆 admits a natural
partial order : namely, each preorder is a subset of 𝑆 × 𝑆 , and we endow Pr(𝑆) with the
ordering induced by the inclusion of subsets of 𝑆 × 𝑆 .

(ii) Every family (≤𝜆 | 𝜆 ∈ Λ) of preorders on 𝑆 admits an infimum ≤ in Pr(𝑆) :
namely, each ≤𝜆 can be seen as a subset of 𝑆 × 𝑆 , and ≤ is then just the intersection of
these subsets. Clearly, if every ≤𝜆 is a partial order, the same holds for ≤.

Moreover, every such family admits a supremum ≤′ in Pr(𝑆), namely the minimal
transitive relation containing the union of the preorders ≤𝜆 . The supremum of a family
of partial orders is not necessarily a partial order; however, if (≤𝜆 | 𝜆 ∈ Λ) is a filtered
family of partial orders (that is, it is filtered by inclusion, when regarded as a family of
subsets of 𝑆 × 𝑆), it is easily seen that its supremum is again a partial order.

• Amorphism of preordered classes 𝑓 : (𝐶, ≤) → (𝐶′, ≤′) is a map of classes 𝑓 : 𝐶 → 𝐶′

such that 𝑥 ≤ 𝑦 ⇒ 𝑓 (𝑥) ≤′ 𝑓 (𝑦) for every 𝑥,𝑦 ∈ 𝐶 . If (𝐶, ≤) and (𝐶′, ≤′) are partially
ordered classes, naturally we say that 𝑓 is a morphism of partially ordered classes.

Clearly, if 𝑔 : (𝐶′, ≤′) → (𝐶′′, ≤′′) is another morphism of preordered classes, then
the same holds for 𝑔 ◦ 𝑓 : (𝐶 ≤) → (𝐶′′, ≤′′). Hence, the classes of preordered sets and
of partially ordered sets, with their morphisms, form two categories

prSet and poSet.

• The fully faithful inclusion functor poSet→ prSet admits a left adjoint

prSet→ poSet (Λ, ≤) ↦→ (Λ, ≤𝑎)
assigning to every preordered set (Λ, ≤) its anti-symmetric quotient (Λ, ≤𝑎), with Λ :=
Λ/∼, where ∼ is the equivalence relation on Λ such that 𝑥 ∼ 𝑦 ⇔ 𝑥 ≤ 𝑦 ≤ 𝑥 ; then ≤𝑎 is
the minimal partial order on Λ (for the ordering on Pr(Λ) given by remark 1.9.1(i)) such
that the projection 𝜋 : Λ → Λ is a morphism of preordered sets (Λ, ≤) → (Λ, ≤𝑎). This
amounts to declaring that 𝜋 (𝑥) ≤𝑎 𝜋 (𝑦) ⇔ 𝑥 ≤ 𝑦, for every 𝑥,𝑦 ∈ Λ.

1.9.2. We have moreover a fully faithful functor
C(−,−) : prSet→ Cat (Λ, ≤) ↦→ C(Λ,≤)

that assigns to every preordered set (Λ, ≤) the category C(Λ,≤) with Ob(C(Λ,≤) ) := Λ,
such that C(Λ,≤) (𝜆, 𝜇) = ∅ if 𝜆 ≰ 𝜇, and otherwise C(Λ,≤) (𝜆, 𝜇) contains exactly one
morphism, that we denote sometimes :

−→
𝜆𝜇 : 𝜆 → 𝜇

(so,
−→
𝜆𝜆 = 1𝜆 , and if 𝜆, 𝜇, 𝜈 ∈ Λ with 𝜆 ≤ 𝜇 ≤ 𝜈 , then necessarily −→𝜇𝜈 ◦ −→𝜆𝜇 =

−→
𝜆𝜈). Every

morphism 𝑓 : (Λ, ≤) → (Λ′, ≤′) of preordered sets induces the functor

C𝑓 : C(Λ,≤) → C(Λ′,≤′ ) 𝜆 ↦→ 𝑓 (𝜆) −→
𝜆𝜇 ↦→

−−−−−−−−→
𝑓 (𝜆) 𝑓 (𝜇).

The functor C(−,−) admits a left adjoint
| − | : Cat→ prSet C ↦→ |C |

that assigns to every small category C the preordered set |C | := (Ob(C ), ≤C ), where
≤C is the preorder on Ob(C ) such that 𝑋 ≤C 𝑌 ⇔ C (𝑋,𝑌 ) ≠ ∅. Then, every functor
𝐹 : C → C ′ between small categories induces the morphism |𝐹 | : |C | → |C ′ | such that
𝑋 ↦→ 𝐹𝑋 for every 𝑋 ∈ Ob(C ).
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Remark 1.9.3. (i) The constructions of the category C(Λ,≤) and of the functor C𝑓 make
sense, more generally, for every preordered class (Λ, ≤) and every map 𝑓 of classes. Like-
wise, using Scott’s trick (see remark 1.2.1(ii)), the foregoing construction of the anti-
symmetric quotient can be extended to every preordered class.

(ii) Just as in example 1.1.9(ii), since the data of (Λ, ≤) and its associated category
C(Λ,≤) are essentially equivalent, we won’t usually distinguish between the two of them,
and often the notation (Λ, ≤) shall refer to either of them; especially, we shall write usu-
ally (Λ, ≤)-complete in lieu of C(Λ,≤) -complete, and likewise for (Λ, ≤)-cocomplete.
(iii) For every integer 𝑛 ∈ N we define the totally ordered set

[𝑛] := {0, 1, . . . , 𝑛}
whose ordering is induced by the standard ordering of the natural numbers. In other
words, [𝑛] is the ordinal number𝑛+1, for every𝑛 ∈ N. As explained in (ii), we regard often
every such [𝑛] as a category, denoted again by [𝑛]; notice that the functors [𝑛] → [𝑚]
are the morphisms of totally ordered sets, i.e. the non-decreasing maps.

1.9.4. Furthermore, the forgetful functor
prSet→ Set (Λ, ≤) ↦→ Λ

admits a left adjoint
Set→ prSet 𝑆 ↦→ (𝑆, ≤𝑑𝑆 )

that endows every set 𝑆 with its discrete ordering ≤𝑑
𝑆
such that 𝑥 ≤𝑑

𝑆
𝑦 ⇔ 𝑥 = 𝑦. Clearly,

every map of sets 𝑔 : 𝑆 → 𝑇 is a morphism of partially ordered sets 𝑔 : (𝑆, ≤𝑑
𝑆
) → (𝑇, ≤𝑑

𝑇
).

The forgetful functor admits as well a right adjoint
Set→ prSet 𝑆 ↦→ (𝑆, ≤𝑐𝑆 )

that endows every set 𝑆 with its chaotic preorder ≤𝑐
𝑆
such that 𝑥 ≤𝑐

𝑆
𝑦 for every 𝑥,𝑦 ∈ 𝑆 .

Again, every map 𝑔 : 𝑆 → 𝑇 is a morphism 𝑔 : (𝑆, ≤𝑐
𝑆
) → (𝑇, ≤𝑐

𝑇
) of preordered sets.

Proposition 1.9.5. The categories prSet and poSet are complete and cocomplete.

Proof. The direct sum of every small family 𝐸• := ((𝐸𝜆, ≤𝜆) | 𝜆 ∈ Λ) of preordered sets is
representable in prSet as follows : we endow the disjoint union 𝐸 :=

⊔
𝜆∈Λ 𝐸𝜆 with the

unique preorder such that for every (𝜆, 𝑥), (𝜇,𝑦) ∈ 𝐸 we have (𝜆, 𝑥) ≤ (𝜇,𝑦) ⇔ 𝜆 = 𝜇

and 𝑥 ≤𝜆 𝑦. The universal co-cone is then given by the system of natural injections
(𝐸𝜆 → 𝐸 | 𝜆 ∈ Λ) (details left to the reader). Next, let 𝑓 , 𝑔 : (𝐸, ≤𝐸) ⇒ (𝐹, ≤𝐹 ) be a pair
of morphisms of prSet; we let𝑄 be the coequalizer of the pair of underlying maps of sets
𝑓 , 𝑔 : 𝐸 ⇒ 𝐹 , we denote by 𝑝 : 𝐹 → 𝑄 the natural projection, and we endow 𝑄 with
the minimal transitive relation ≤ such that 𝑝 (𝑥) ≤ 𝑝 (𝑦) whenever 𝑥 ≤ 𝑦. Then (𝑄, ≤)
represents the coequalizer of 𝑓 and 𝑔 in prSet, and 𝑝 : (𝐹, ≤𝐹 ) → (𝑄, ≤) is the universal
co-cone. By [13, Prop.2.40], this shows that prSet is cocomplete.

In order to check that prSet is complete, consider any small category 𝐼 and any functor
𝐹 : 𝐼 → prSet; the composition 𝐹 with the forgetful functor prSet→ Set yields a functor
𝐼 → Set, whose limit we denote by Λ. Hence, Λ is the subset of

d
𝑖∈Ob(𝐼 ) 𝐹𝑖 consisting of

all coherent sequences 𝑥• := (𝑥𝑖 | 𝑖 ∈ 𝐼 ), i.e. all the elements 𝑥• such that 𝐹𝜙 (𝑥𝑖 ) = 𝑥 𝑗 for
every morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 . Then, for given 𝑥•, 𝑦• ∈ Λ we declare that 𝑥• ≤ 𝑦• ⇔
𝑥𝑖 ≤ 𝑦𝑖 for every 𝑖 ∈ 𝐼 ; it is easily seen that (Λ, ≤) represents the limit of 𝐹 in prSet, with
universal cone given by the system of natural projections (Λ→ 𝐹𝑖 | 𝑖 ∈ Ob(𝐼 )).

Since the inclusion functor 𝑗 : poSet→ prSet admits a left adjoint, it follows that poSet
is a cocomplete category ([13, Prop.2.49(ii)]) : indeed, for any given functor𝐺 : 𝐼 → poSet,
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let (Λ, ≤) be the colimit of 𝑗 ◦ 𝐺 : 𝐼 → prSet; then the anti-symmetric quotient (Λ, ≤𝑎)
of (Λ, ≤) represents the colimit of 𝐺 (with the obvious universal co-cone deduced from
a universal co-cone for (Λ, ≤)). Lastly, from the foregoing explicit description of limits
in prSet we see that the limit of 𝑗 ◦ 𝐺 is represented by a partially ordered set; then it
follows that this object also represents already the limit of 𝐺 ([13, Lemma 2.52(i)]), and
this shows that poSet is a complete category. □

Corollary 1.9.6. The monomorphisms (resp. the epimorphisms) of prSet and of poSet are
the injective (resp. surjective) order-preserving maps.

Proof. Since the forgetful functor prSet→ Set admits both a left and a right adjoint, it is
both left and right exact ([13, Prop.2.49]). Then, since prSet is complete and cocomplete
(proposition 1.9.5), for every monomorphism (resp. epimorphism) 𝑓 : (Λ, ≤) → (Λ′, ≤′)
of prSet, the underlying map 𝑓 : Λ→ Λ′ is a monomorphism (resp. an epimorphism) of
Set (remark 1.1.11(iii)), i.e. it is an injection (resp. a surjection); the converse assertion is
clear (details left to the reader).

Likewise, the inclusion poSet→ prSet is left exact, since it admits a left adjoint; then,
since poSet is complete, every monomorphism of poSet is also a monomorphism of prSet,
i.e. it is an injectivemap, and conversely, every injective order-preservingmap of partially
ordered sets is clearly a monomorphism of poSet.

Lastly, it is clear that every surjective order-preserving map is an epimorphism of
poSet. Conversely, let 𝑓 : (𝑆, ≤𝑆 ) → (𝑇, ≤𝑇 ) be a morphism of poSet, and 𝑡 ∈ 𝑇 \ 𝑓 (𝑆);
we endow 𝑇 ′ := 𝑇 \ {𝑡} with the partial order ≤𝑇 ′ induced by the inclusion into 𝑇 , and
we let (𝑇 ∗, ≤∗) := (𝑇, ≤𝑇 ) ⊔(𝑇 ′,≤𝑇 ′ ) (𝑇, ≤𝑇 ). Explicitly, the set 𝑇 ∗ is the amalgamated sum
𝑇 ⊔𝑇 ′ 𝑇 , i.e. 𝑇 ∗ = 𝑇 ⊔ {𝑡∗} and the universal co-cone𝑇

𝑒1−→ 𝑇 ∗
𝑒2←− 𝑇 is given by the natural

inclusion map 𝑒1, and by the map 𝑒2 such that 𝑒2 (𝑥) := 𝑥 for every 𝑥 ≠ 𝑡 , and 𝑒2 (𝑡) := 𝑡∗.
Then ≤∗ is the minimal transitive relation on 𝑇 ∗ such that 𝑒1, 𝑒2 : (𝑇, ≤𝑇 ) → (𝑇 ∗, ≤∗) are
morphisms of poSet. Clearly 𝑒1 ◦ 𝑓 = 𝑒2 ◦ 𝑓 , but 𝑒1 ≠ 𝑒2, so 𝑓 is not an epimorphism. □

Remark 1.9.7. The existence of the left adjoint | − | in §1.9.2 implies that the fully faithful
functor C(−,−) : prSet → Cat preserves all small limits. Also, the explicit construction of
the coproduct of a small family of categories explicited in remark 1.2.4(v), combined with
the description of coproducts in prSet given by proposition 1.9.5, imply that C(−,−) pre-
serves and reflects all small coproducts, and the same holds for its restriction Φ : poSet→
Cat. However, the latter does not in general preserve coequalizers. Indeed, consider two
morphisms 𝑓 , 𝑔 : (𝐸, ≤𝐸) ⇒ (𝐹, ≤𝐹 ) of poSet, and denote by 𝑝 : (𝐹, ≤𝐹 ) → (𝑄, ≤𝑄 ) the
projection onto the coequalizer of 𝑓 and 𝑔 in prSet; we have seen that the coequalizer of
𝑓 and 𝑔 in poSet is the anti-symmetric quotient (𝑄, ≤) of (𝑄, ≤𝑄 ), with universal co-cone
(𝐹, ≤𝐹 ) → (𝑄, ≤) given by the composition of 𝑝 with the projection 𝜋 : (𝑄, ≤𝑄 ) → (𝑄, ≤).
Hence, if Φ preserved coequalizers, then in particular the projection 𝑝 : (𝐹, ≤) → (𝑄, ≤)
would factor through 𝜋 ◦ 𝑝 and a unique morphism (𝑄, ≤) → (𝑄, ≤) of prSet; but since
𝑝 is surjective, 𝜋 would then have to be a bijection, and this fails in easy examples.
Example 1.9.8. (i) Not many epimorphisms of poSet are regular (see definition 1.1.12),
but some regular epimorphisms of partially ordered sets will play a special role in later
chapters. To describe them, consider any partially ordered set (𝐸, ≤), denote by 𝜉 (𝐸) the
set of all finite totally ordered non-empty chains of elements of 𝐸, endow every𝐶 ∈ 𝜉 (𝐸)
with the total ordering induced by the inclusion𝐶 ⊂ 𝐸, and endow 𝜉 (𝐸) with the ordering
given by inclusions of chains; then we claim that the resulting system of inclusions

𝑗• := ( 𝑗𝐶 : 𝐶 ↩→ 𝐸 |𝐶 ∈ 𝜉 (𝐸))
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is a universal co-cone in the category Cat. Indeed, let C be any small category, and 𝐹• :=
(𝐹𝐶 : 𝐶 → C |𝐶 ∈ 𝜉 (𝐸)) any co-cone; so, every 𝐹𝐶 is a functor 𝐶 → C , and for every
𝐶′ ∈ 𝜉 (𝐸) with 𝐶′ ⊂ 𝐶 , the functor 𝐹𝐶′ is the restriction of 𝐹𝐶 . We associate with 𝐹• a
functor 𝐹 : 𝐸 → C as follows; for every 𝑥 ∈ 𝐸 pick any 𝐶 ∈ 𝜉 (𝐸) with 𝑥 ∈ 𝐶 (e.g. we can
choose 𝐶 := {𝑥}), and set 𝐹𝑥 := 𝐹𝐶 (𝑥). We notice that 𝐹𝑥 is independent of the choice of
𝐶 : indeed, if 𝑥 ∈ 𝐶′, then𝐶 ∩𝐶′ ∈ 𝜉 (𝐸) and both 𝐹𝐶 and 𝐹𝐶′ agree with 𝐹𝐶∩𝐶′ on𝐶 ∩𝐶′,
whence the claim. Next, for every 𝑥,𝑦 ∈ 𝐸 with 𝑥 ≤ 𝑦, choose 𝐶 ∈ 𝜉 (𝐸) with 𝑥,𝑦 ∈ 𝐶
(e.g. 𝐶 := {𝑥,𝑦}) and set 𝐹 (−→𝑥𝑦) := 𝐹𝐶 (−→𝑥𝑦); again, it is easily seen that this definition is
independent of the choice of𝐶 , and clearly 𝐹 (1𝑥 ) = 1𝐹𝑥 for every 𝑥 ∈ 𝐸. Lastly, for every
𝑥,𝑦, 𝑧 ∈ 𝐸 with 𝑥 ≤ 𝑦 ≤ 𝑧 we need to check that 𝐹 (−→𝑦𝑧) ◦ 𝐹 (−→𝑥𝑦) = 𝐹 (−→𝑥𝑧); then, pick any
𝐶 ∈ 𝜉 (𝐸) with 𝑥,𝑦, 𝑧 ∈ 𝐶; by the foregoing we have 𝐹 (−→𝑥𝑦) = 𝐹𝐶 (−→𝑥𝑦), 𝐹 (−→𝑦𝑧) = 𝐹𝐶 (−→𝑦𝑧) and
𝐹 (−→𝑥𝑧) = 𝐹𝐶 (−→𝑥𝑧), and on the other hand 𝐹𝐶 (−→𝑦𝑧) ◦ 𝐹𝐶 (−→𝑥𝑦) = 𝐹𝐶 (−→𝑥𝑧), whence the assertion.
Obviously 𝐹 is the unique functor 𝐸 → C that restricts to 𝐹𝐶 over 𝐶 , for every 𝐶 ∈ 𝜉 (𝐸),
whence the stated universality of 𝑗•.

(ii) Now, let 𝐸′ :=
⊔
𝐶∈𝜉 (𝐸 ) 𝐶

𝑝
−→ 𝐸 be the unique epimorphism of poSet whose restric-

tion to 𝐶 agrees with 𝑗𝐶 , for every 𝐶 ∈ 𝜉 (𝐸); notice that 𝐸′ ×𝐸 𝐸′ =
⊔
(𝐶,𝐶′ ) ∈𝜉 (𝐸 )2 𝐶 ∩𝐶′;

then, the universality of 𝑗• easily implies that 𝑝 identifies (𝐸, ≤) with the coequalizer in
Cat of the two natural projections 𝐸′×𝐸𝐸′ ⇒ 𝐸; in other words, 𝑝 is a regular epimorphism
in Cat, and therefore also in poSet.
(iii) Let (𝐸, ≤) be a finite partially ordered set, and denote by 𝜉0 (𝐸) the set of all max-

imal totally ordered chains of 𝐸; with this notation, we get the following variant of the
discussion of (i,ii). We have a diagram of morphisms of poSet :⊔

(𝐶,𝐶′ ) ∈𝜉20 (𝐸 )
𝐶 ∩𝐶′

𝑗 //
𝑗 ′
//

⊔
𝐶∈𝜉0 (𝐸 )

𝐶
𝑝 // 𝐸

where 𝑝 is the unique morphism of poSet whose restriction to 𝐶 is the inclusion into 𝐸,
for every 𝐶 ∈ 𝜉0 (𝐸), and where 𝑗 (resp. 𝑗 ′) is the unique morphism whose restriction to
𝐶 ∩𝐶′ is the inclusion map 𝐶 ∩𝐶′ → 𝐶 (resp. 𝐶 ∩𝐶′ → 𝐶′) for every 𝐶,𝐶′ ∈ 𝜉0 (𝐸). We
claim that the diagram is exact in the category Cat, i.e. 𝑝 identifies 𝐸 with the coequalizer
in Cat of the pair of functors ( 𝑗, 𝑗 ′) : the proof is similar to that of (i), and shall be left to
the reader. In particular, 𝑝 is a regular epimorphism in both Cat and poSet.

1.9.9. It follows easily from corollary 1.9.6 that the categories prSet and poSet are both
well-powered and co-well-powered, so the image and coimage of every morphism 𝑓 :
(Λ, ≤) → (Λ′, ≤′) in either of these categories is well defined. Moreover, since prSet and
poSet are also complete and cocomplete, the natural morphisms 𝛼 𝑓 : (Λ, ≤) → Im(𝑓 )
and 𝛽𝑓 : Coim(𝑓 ) → (Λ′, ≤′) are respectively an epimorphism and a monomorphism
(see the discussion of §1.8.7). We deduce that, in either category, Im(𝑓 ) = (𝑓 (Λ), ≤𝑓 ),
where ≤𝑓 is the minimal transitive relation on 𝑓 (Λ) such that 𝜆 ≤ 𝜇⇒ 𝑓 (𝜆) ≤𝑓 𝑓 (𝜇), for
every 𝜆, 𝜇 ∈ Λ (notice that if (Λ′, ≤′) is partially ordered, then also ≤𝑓 is a partial order,
since the inclusion map 𝑓 (Λ) → Λ′ is a monomorphism (𝑓 (Λ), ≤𝑓 ) → (Λ′, ≤′) in prSet).
Likewise, Coim(𝑓 ) = (𝑓 (Λ), ≤′

𝑓
), where ≤′

𝑓
is the restriction to 𝑓 (Λ) of the preorder ≤′

of Λ′; again, if (Λ′, ≤′) is partially ordered, clearly the same holds for (𝑓 (Λ), ≤′
𝑓
). The

details shall be left to the reader.

Remark 1.9.10. (i) With the notation of §1.9.9, notice that the canonical morphism 𝜔 𝑓 :
Im(𝑓 ) → Coim(𝑓 ) is not necessarily an isomorphism, though it is always a bijection.
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(ii) However, if (Λ, ≤) is a total order, then the same holds for both Im(𝑓 ) and Coim(𝑓 ),
and therefore 𝜔 𝑓 is an isomorphism, since any order-preserving bijection between total
orders is obviously an isomorphism of poSet.

1.10. Freyd’s adjoint functor theorem and applications. In this section we state and
prove Freyd’s adjoint functor theorem and Freyd’s representability theorem, that we will
use later to construct some interesting categories and functors. Both of Freyd’s theorems
are corollaries of the following proposition :

Proposition 1.10.1. Let C be a complete category. Then C has an initial object if and only
if there exists a subset 𝑆 ⊂ Ob(C ) such that :

(∗)
⋃
𝑋 ∈𝑆

C (𝑋,𝑌 ) ≠ ∅ ∀𝑌 ∈ Ob(C ).

Proof. If𝑋 is an initial object ofC , then clearly 𝑆 := {𝑋 }will do. Conversely, suppose that
𝑆 ⊂ Ob(C ) verifies (∗), and notice that the product 𝑈 :=

d
𝑋 ∈𝑆 𝑋 is representable in C ,

sinceC is complete. We haveC (𝑈 ,𝑌 ) ≠ ∅ for every𝑌 ∈ Ob(C ), since by assumption for
every such 𝑌 there exists 𝑋 ∈ 𝑆 and 𝑓 ∈ C (𝑋,𝑌 ), so C (𝑈 ,𝑌 ) contains the composition
of 𝑓 with the projection𝑈 → 𝑋 .

Next, let 𝑒 : 𝐼 → 𝑈 be the equalizer of all the endomorphisms of 𝑈 in C (again, this
is representable in C ); thus, 𝑔 ◦ 𝑒 = ℎ ◦ 𝑒 for every 𝑔, ℎ ∈ C (𝑈 ,𝑈 ), and every morphism
𝑓 : 𝑌 → 𝑈 such that 𝑔 ◦ 𝑓 = ℎ ◦ 𝑓 for every such 𝑔 and ℎ, factors uniquely through
𝑒 . Obviously C (𝐼 , 𝑌 ) ≠ ∅ for every 𝑌 ∈ Ob(C ); suppose that 𝑢, 𝑣 ∈ C (𝐼 , 𝑌 ), and let
𝑒′ : 𝐼 ′ → 𝐼 be the equalizer of𝑢 and 𝑣 . Pick also any𝑤 ∈ C (𝑈 , 𝐼 ′); then 𝑒◦𝑒′◦𝑤 ∈ C (𝑈 ,𝑈 ),
and since 𝑒 equalizes all the endomorphisms of𝑈 , we have :

𝑒 ◦ 𝑒′ ◦𝑤 ◦ 𝑒 = 1𝑈 ◦ 𝑒 = 𝑒 ◦ 1𝐼 .

Since 𝑒 is a monomorphism, we deduce that 𝑒′ ◦𝑤 ◦𝑒 = 1𝐼 , so 𝑒′ is both a monomorphism
and a split epimorphism, i.e. 𝑒′ is an isomorphism of C ([13, Exerc.1.119(ii)]). But then
𝑢 = 𝑣 , and this shows that 𝐼 is an initial object of C . □

Theorem 1.10.2. (Freyd’s adjoint functor theorem) Let A be a complete category, and
𝐹 : A → B a functor. The following conditions are equivalent :

(a) 𝐹 admits a left adjoint.

(b) 𝐹 preserves all small limits, and every 𝐵 ∈ Ob(B) has a solution set, i.e. a subset
𝑆𝐵 ⊂Ob(A ) such that, for every 𝐴∈Ob(A ), every 𝑓 ∈B(𝐵, 𝐹𝐴) factors as

𝑓 = 𝐹 (ℎ) ◦ 𝑔 with 𝐴′ ∈ 𝑆𝐵 ℎ ∈ A (𝐴′, 𝐴) 𝑔 ∈ B(𝐵, 𝐹𝐴′).

Proof. (a)⇒(b) : Indeed, if 𝐹 admits a left adjoint 𝐺 : B → A , then 𝐹 preserves all
representable limits of A ([13, Prop.2.49(i)]), and if (𝜂•, 𝜀•) are the unit and counit of an
adjunction for the pair (𝐺, 𝐹 ), we get the sought identity with ℎ := 𝜀𝐴 ◦ 𝐺𝑓 : 𝐺𝐵 → 𝐴

and 𝑔 := 𝜂𝐵 , so that {𝐺𝐵} is a solution set for every 𝐵 ∈ Ob(B).
(b)⇒(a): Recall that 𝐹 has a left adjoint if and only if the category C𝐵 := 𝐵/𝐹A has

an initial object for every 𝐵 ∈ Ob(B) (proposition 1.6.8), and by virtue of propositions
1.4.5(ii.b) and 1.10.1, the latter holds if and only if there exists a subset S𝐵 ⊂ Ob(C𝐵)
such that

⋃
𝑋 ∈S𝐵

C𝐵 (𝑋,𝑌 ) ≠ ∅ for every 𝑌 ∈ Ob(C𝐵). But condition (b) says that
S𝐵 := t−1

𝐵
(𝑆𝐵) will do, for every such 𝐵. □

The following result generalizes proposition 1.7.7 :
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Theorem 1.10.3. (Freyd’s representability theorem) Let A be a cocomplete category, and
𝐹 a presheaf on A . Then the following conditions are equivalent :

(a) 𝐹 is representable
(b) 𝐹 : A op → Set preserves all small limits, and there exists a solution set :

𝑆 ⊂ Ob(A ) such that 𝐹𝐴 =
⋃
𝐴′∈𝑆

⋃
𝑓 ∈A (𝐴,𝐴′ )

𝑓 ∗ (𝐹𝐴′ ) ∀𝐴 ∈ Ob(A ).

Proof. (a)⇒(b): Indeed, if 𝐹 is representable by some 𝐴′ ∈ Ob(A ), then 𝐹 preserves all
small limits ([13, Exemp.2.39(ii)]), and it is easily seen that 𝑆 := {𝐴′} fulfills condition (b).

(b)⇒(a): According to remark 1.7.1(v), since A op is complete, the same holds for B :=
(A /𝐹 )op = {∅}/𝐹A op, and 𝐹 is representable⇔B has an initial object. But proposition
1.10.1 says that B has an initial object⇔ there exists a subset S ⊂ Ob(B) such that⋃
𝑋 ∈S B(𝑌,𝑋 )≠∅ for every 𝑌 ∈Ob(B). It is easily seen that S := t−1{∅} (𝑆) will do. □

As an application, let us show :

Proposition 1.10.4. The category Cat is complete and cocomplete.

Proof. Consider any functor from a small category 𝐼 :

C• : 𝐼 → Cat 𝑖 ↦→ C𝑖 (𝑖
𝜙
−→ 𝑗) ↦→ (C𝑖

C𝜙−−→ C𝑗 ).
Then the limit of C• is represented by the category C with Ob(C ) := lim𝐼 Ob◦C•, where
Ob : Cat→ Set is defined as in example 1.1.9(i). Hence, an object of C is a family (𝑋𝑖 | 𝑖 ∈
Ob(𝐼 )), where 𝑋𝑖 ∈ Ob(C𝑖 ) for every 𝑖 ∈ Ob(𝐼 ), and C𝜙 (𝑋𝑖 ) = 𝑋 𝑗 for every morphism
𝜙 : 𝑖 → 𝑗 in 𝐼 . For any two objects 𝑋• := (𝑋𝑖 | 𝑖 ∈ Ob(𝐼 )) and 𝑌• := (𝑌𝑖 | 𝑖 ∈ Ob(𝐼 )),
notice that the rule : 𝑖 ↦→ C𝑖 (𝑋𝑖 , 𝑌𝑖 ) for every 𝑖 ∈ Ob(𝐼 ) defines a functor𝐻𝑋•,𝑌• : 𝐼 → Set;
namely, to every morphism 𝜙 : 𝑖 → 𝑗 in 𝐼 we assign the map 𝐻𝑋•,𝑌• (𝑖) → 𝐻𝑋•,𝑌• ( 𝑗) given

by : (𝑋𝑖
𝑓
−→ 𝑌𝑖 ) ↦→ (𝑋 𝑗

C𝜙 (𝑓 )−−−−−→ 𝑌𝑗 ). Then we set

C (𝑋•, 𝑌•) := lim
𝐼
𝐻𝑋•,𝑌• ∀𝑋•, 𝑌• ∈ Ob(C ).

The composition of morphisms in C is induced by the composition laws of the categories
C𝑖 , in the obvious way. The obvious projection functors C → C𝑖 yield a universal cone
𝑐C ⇒ C• : the details shall be left to the reader.

Next, in order to check that the colimit of C• is representable in Cat, let us consider
the functor 𝐿 : Cat→ Set that attaches to every small category A the set 𝐿(A ) of all co-
cones 𝜂• : C• ⇒ 𝑐A , and to every functor 𝐺 : A → A ′ the map 𝐿(𝐺) : 𝐿(A ) → 𝐿(A ′)
: 𝜂• ↦→ 𝑐𝐺 ◦𝜂•. Then 𝐿 is a presheaf on Catop, and it is easily seen that 𝐿 is a representable
presheaf if and only if the colimit of C• is representable in Cat : more precisely, colim𝐼 C•
is represented by any small category representing the presheaf 𝐿. However, we have just
shown that Catop is cocomplete, and it is easily seen that 𝐿 preserves all small limits of
Cat, so by theorem 1.10.3 we are reduced to exhibiting a solution set for 𝐿. To this aim,
let D :=

⊔
𝑖∈Ob(𝐼 ) C𝑖 be the coproduct of the family of categories (C𝑖 | 𝑖 ∈ Ob(𝐼 )) (remark

1.2.4(v)); for every small category B and every co-cone 𝜏• : C• ⇒ 𝑐B, let 𝐹𝜏 : D → B be
the unique functor whose restriction to C𝑖 agrees with 𝜏𝑖 for every 𝑖 ∈ Ob(𝐼 ), and denote
by B𝜏 ⊂ B the image of 𝐹𝜏 (see example 1.8.8(ii)). The system of categories

F := (B𝜏 |B ∈ Ob(Cat), 𝜏• : C• ⇒ 𝑐B)
is not necessarily a set, but by remark 1.2.1(ii) we have a quotientF/∼ for the equivalence
relation ∼ such that B𝜏 ∼ B𝜇 ⇔B𝜏 and B𝜇 are isomorphic categories.
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Claim 1.10.5. The quotient F/∼ is a set.
Proof : For every equivalence relation R on Ob(D) and every 𝑋 ∈ Ob(D) we denote
by [𝑋 ]R ∈ Ob(D)/R the R-equivalence class of 𝑋 . For every 𝑋,𝑌 ∈ Ob(D) let also
HR ( [𝑋 ]R, [𝑌 ]R) be the set of all sequences of morphisms of D

(𝑓𝑖 : 𝑍𝑖 → 𝑍 ′𝑖 | 𝑖 = 1, . . . , 𝑛)
of arbitrary finite length 𝑛, such that [𝑍1]R = [𝑋 ]R , [𝑍 ′𝑛]R = [𝑌 ]R and [𝑍𝑖+1]R = [𝑍 ′𝑖 ]R
for every 𝑖 = 1, . . . , 𝑛 − 1. Next, let 𝑆 be the set of all pairs (R,L ), where R is an
equivalence relation R on Ob(D), and L is the datum of :

(a) a quotient H R ( [𝑋 ]R, [𝑌 ]R) of HR ( [𝑋 ]R, [𝑌 ]R), for every 𝑋,𝑌 ∈ Ob(D)
(b) for every 𝑋,𝑌, 𝑍 ∈ Ob(D), a composition map

H R ( [𝑋 ]R, [𝑌 ]R) ×H R ( [𝑌 ]R, [𝑍 ]R) →H R ( [𝑋 ]R, [𝑍 ]R).
Now, let 𝜏• : C• ⇒ 𝑐B be any co-cone; we attach to 𝜏• the equivalence relation R𝜏 on
Ob(D) such that (𝑋,𝑌 ) ∈ R𝜏 if and only if 𝐹𝜏𝑋 = 𝐹𝜏𝑌 , and to ease notation we set
[𝑋 ]𝜏 := [𝑋 ]R𝜏

for every 𝑋 ∈ Ob(D). For every 𝑋,𝑌 ∈ Ob(D), we then have an obvious
surjection

HR𝜏
( [𝑋 ]𝜏 , [𝑌 ]𝜏 ) → B𝜏 (𝐹𝜏𝑋, 𝐹𝜏𝑌 ) (𝑓𝑖 | 𝑖 = 1, . . . , 𝑛) ↦→ 𝐹𝜏 𝑓𝑛 ◦ · · · ◦ 𝐹𝜏 𝑓1

that induces a bijection of B𝜏 (𝐹𝜏𝑋, 𝐹𝜏𝑌 ) with a unique quotient H 𝜏 ( [𝑋 ]𝜏 , [𝑌 ]𝜏 ) of the
setHR𝜏

( [𝑋 ]𝜏 , [𝑌 ]𝜏 ), and the composition law ofB𝜏 yields a system of compositionmaps
H 𝜏 ( [𝑋 ]𝜏 , [𝑌 ]𝜏 ) ×H 𝜏 ( [𝑌 ]𝜏 , [𝑍 ]𝜏 ) →H 𝜏 ( [𝑋 ]𝜏 , [𝑍 ]𝜏 ), for all 𝑋,𝑌, 𝑍 ∈ Ob(D).

The datum L𝜏 formed by such quotients and their composition maps then yields an
element (R𝜏 ,L𝜏 ) ∈ 𝑆 . By construction, if we have (R𝜏 ,L𝜏 ) = (R𝜇,L𝜇) for two co-cones
𝜏•, 𝜇• : C• ⇒ 𝑐C , then clearly B𝜏 ∼ B𝜇 . This shows that F/∼ admits a natural bijection
with a quotient of a subset of the set 𝑆 , whence the claim. 3

By the axiom of global choice wemay pick inF a representative for each isomorphism
class; by claim 1.10.5, the set of such representatives finally yields a solution set for 𝐿. □

Remark 1.10.6. Recall that the product and coproduct of any small family of small cate-
gories admit also more explicit descriptions, independent of the constructions proposed
in the proof of proposition 1.10.4 : see remark 1.2.4(iv). Likewise, see remark 1.5.12 for
an explicit construction of the colimit of any small filtered family of small categories.
Moreover, the discussion of example 1.5.11 can now be completed as follows :

Proposition 1.10.7. Let 𝐼 be a category, and 𝐹 : 𝐼 → Cat a functor. We have :
(i) There exists a global co-cone 𝜏• := (𝜏𝑖 : 𝐹𝑖 → C | 𝑖 ∈ Ob(𝐼 )) (see definition 1.2.9(i)).
(ii) If 𝐼 is small, the same holds for the wide colimit C , and 𝜏• is also a universal co-cone.

Proof. (ii): So, suppose that 𝐼 is small, and let 𝜏• := (𝜏𝑖 : 𝐹𝑖 → C | 𝑖 ∈ Ob(𝐼 )) be a universal
co-cone, which exists by virtue of proposition 1.10.4; it suffices to check that 𝜏• is a global
co-cone. Hence, let B be any wide category, 𝜂• := (𝜂𝑖 : 𝐹𝑖 → B | 𝑖 ∈ Ob(𝐼 )) a co-cone,
and for every 𝑖 ∈ Ob(𝐼 ) denote by B𝑖 ⊂ B the image of 𝜏𝑖 (example 1.8.8(iii)). By lemma
1.2.10(i,ii) there exists a minimal subcategory B′ ⊂ B with

⋃
𝑖∈Ob(𝐼 ) Mor(B𝑖 ) ⊂ B′, and

B′ is a small category. Let also 𝑗 ′ : B′ → B be the inclusion functor, and 𝜂′• := (𝜂′𝑖 :
𝐹𝑖 → B′ | 𝑖 ∈ Ob(𝐼 )) the unique co-cone with 𝜂𝑖 = 𝑗 ′ ◦ 𝜂′𝑖 for every 𝑖 ∈ Ob(𝐼 ); by the
universality of 𝜏•, there exists a unique functor 𝐺 ′ : C → B′ such that 𝐺 ′ ◦ 𝜏𝑖 = 𝜂′𝑖 for
every 𝑖 ∈ Ob(𝐼 ), and if we set𝐺 := 𝑗 ′◦𝐺 ′ : C → B, we get𝐺 ◦𝜏𝑖 = 𝜂𝑖 for every 𝑖 ∈ Ob(𝐼 ).
Next, suppose that 𝐻 : C → B is another functor with 𝐻 ◦ 𝜏𝑖 = 𝜂𝑖 for every 𝑖 ∈ Ob(𝐼 ),
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and let 𝑗 ′′ : B′′ → C be the inclusion of the minimal subcategory of B containing the
images of𝐺 and 𝐻 ; then B′′ is small (lemma 1.2.10), and both 𝐻 and𝐺 factor through 𝑗 ′′
and unique functors 𝐻 ′′,𝐺 ′′ : C ⇒ B′′. Clearly, 𝐻 ′′ ◦ 𝜏𝑖 = 𝐺 ′′ ◦ 𝜏𝑖 for every 𝑖 ∈ Ob(𝐼 ),
whence 𝐻 ′′ = 𝐺 ′′ by the universality of 𝜏•, and finally 𝐻 = 𝐺 , as required.

(i): Let P (𝐼 ) be the class of all small subcategories of 𝐼 ; it follows easily from lemma
1.2.10(i,ii) that P (𝐼 ) is filtered by inclusion. By (ii), for every 𝐽 ∈ P (𝐼 ) we may find a
global co-cone 𝜏 𝐽• := (𝜏 𝐽

𝑗
: 𝐹 𝑗 → C𝐽 | 𝑗 ∈ Ob(𝐽 )) for the restriction 𝐹 | 𝐽 : 𝐽 → Cat of the

functor 𝐹 , and C𝐽 is a small category. Then, every inclusion 𝐽 ⊂ 𝐾 of small subcategories
of 𝐼 induces a unique functor

C𝐽 𝐾 : C𝐽 → C𝐾 such that 𝜏𝐾𝑗 ◦ C𝐽 𝐾 = 𝜏
𝐽

𝑗
∀𝑘 ∈ Ob(𝐽 ).

It follows easily that the rules : 𝐽 ↦→ C𝐽 and (𝐽 ⊂ 𝐾) ↦→ C𝐽 𝐾 yield a functor

C• : P (𝐼 ) → Cat

whose global colimit is representable by a wide category C , by example 1.5.11, and we
fix as well a global co-cone 𝜇• := (𝜇 𝐽 : C𝐽 → C | 𝐽 ∈ P (𝐼 )). Next, for every 𝑖 ∈ Ob(𝐼 )
and every 𝐽 ∈P (𝐼 ) with 𝑖 ∈ Ob(𝐽 ), let us set

𝜏𝑖 := 𝜇 𝐽 ◦ 𝜏 𝐽𝑖 : 𝐹𝑖 → C .

It is easily seen that 𝜏𝑖 is independent on the choice of 𝐽 , and that the rule : 𝑖 ↦→ 𝜏𝑖 yields
a co-cone 𝜏• with basis 𝐹 and vertex C : the details shall be left to the reader. Now, let
B be another wide category, and 𝜈• := (𝜈𝑖 : 𝐹𝑖 → B | 𝑖 ∈ Ob(𝐼 )) a co-cone; for every
𝐽 ∈ P (𝐼 ), the restriction 𝜈 𝐽• := (𝜈 𝑗 | 𝑗 ∈ Ob(𝐽 )) is a co-cone with basis 𝐹 | 𝐽 , whence a
unique functor𝐺 𝐽 : C𝐽 → B such that 𝜈 𝑗 = 𝐺 𝐽 ◦ 𝜏 𝐽𝑗 for every 𝑗 ∈ Ob(𝐽 ). The uniqueness
of 𝐺 𝐽 easily implies that for every inclusion 𝐽 ⊂ 𝐾 of elements of P (𝐼 ), the functor 𝐺 𝐽
equals𝐺𝐾 ◦ C𝐽 𝐾 , whence a co-cone (𝐺 𝐽 | 𝐽 ∈P (𝐼 )), which in turns determines a unique
functor 𝐺 : C → B such that 𝐺 𝐽 = 𝐺 ◦ 𝜇 𝐽 for every 𝐽 ∈ P (𝐼 ). It follows easily that
𝐺 ◦ 𝜏𝑖 = 𝜈𝑖 for every 𝑖 ∈ Ob(𝐼 ). Lastly, let 𝐻 : C → B be another functor such that
𝐻 ◦ 𝜏𝑖 = 𝜈𝑖 for every 𝑖 ∈ Ob(𝐼 ); then for every 𝐽 ∈ P (𝐼 ) and every 𝑖 ∈ Ob(𝐽 ) we get
𝐻 ◦ 𝜇 𝐽 ◦ 𝜏 𝐽𝑖 = 𝐺 ◦ 𝜇 𝐽 ◦ 𝜏 𝐽𝑖 , whence 𝐻 ◦ 𝜇 𝐽 = 𝐺 ◦ 𝜇 𝐽 for every such 𝐽 , so finally 𝐻 = 𝐺 . □

1.11. Localizations of categories. As an application of proposition 1.10.4, we nowwish
to explain how to formally invert given morphisms of a category : this problem – framed
as a suitable universal factorization property – is solved by the localization of a category
along a class of its morphisms; later we also explain the technique of calculus of fractions
in a category, that enables us to describe explicitly such localizations, under suitable as-
sumptions. The original source for most of this material is [6, Ch.1].

Definition 1.11.1. Let C be a category (resp. a wide category), and Σ ⊂ Mor(C ) a
given subclass. For every wide category D , let also Isom(D) ⊂ Mor(D) be the class of
isomorphisms of D . A localization (resp. a wide localization) of C along Σ is a pair :

(C [Σ−1], 𝛾) (resp. (C ⟨Σ−1⟩, 𝛾))

where C [Σ−1] is a category and 𝛾 : C → C [Σ−1] a functor with 𝛾 (Σ) ⊂ Isom(C [Σ−1])
(resp. where C ⟨Σ−1⟩ is a wide category, and 𝛾 : C → C ⟨Σ−1⟩ a functor with 𝛾 (Σ) ⊂
Isom(C ⟨Σ−1⟩)), and such that for every category (resp. every wide category) D and
every functor 𝐹 : C → D such that 𝐹 (Σ) ⊂ Isom(D), there exists a unique functor
𝐺 : C [Σ−1] → D (resp. a unique functor 𝐺 : C ⟨Σ−1⟩ → D ) with 𝐹 = 𝐺 ◦ 𝛾 .
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Example 1.11.2. (i) Let C be a category that admits either a final or an initial object,
and take Σ := Mor(C ). Then C [Σ−1] is (isomorphic to) the category C whose class of
objects is Ob(C ) and such that for every 𝑋,𝑌 ∈ Ob(C ), the set C (𝑋,𝑌 ) contains exactly
one element 𝜙𝑋𝑌 . Indeed, there exists a unique functor 𝛾 : C → C which is the identity
on objects, and obviously 𝛾 (Σ) ⊂ Isom(C ). Next, let 𝐹 : C → D be a functor such that
𝐹 (Σ) ⊂ Isom(D); we need to check that 𝐹 factors uniquely through 𝛾 . To this aim, say
that 𝑋0 is a final object for C , and for every 𝑋 ∈ Ob(C ), let 𝑡𝑋 : 𝑋 → 𝑋0 be the unique
morphism; then, for every morphism 𝑓 : 𝑋 → 𝑌 of C we have 𝑡𝑌 ◦ 𝑓 = 𝑡𝑋 , whence
𝐹 𝑓 = (𝐹𝑡𝑌 )−1 ◦ 𝐹𝑡𝑋 , and thus we have 𝐹 = 𝐺 ◦ 𝛾 if and only if 𝐺 : C → D is the unique
functor such that 𝐺𝑋 := 𝐹𝑋 and 𝐺𝜙𝑋𝑌 := (𝐹𝑡𝑌 )−1 ◦ 𝐹𝑡𝑋 for every 𝑋,𝑌 ∈ Ob(C ). One
argues likewise in case C admits an initial object.

(ii) IfC is a wide category that admits either an initial or a final object, the argument of
(i) also yields the same description for the wide localization C ⟨Σ−1⟩ along Σ := Mor(C ).
Especially, ifC is a category, the localization and thewide localization ofC alongMor(C )
coincide (as usual, up to unique isomorphism), under either of these assumptions.

Remark 1.11.3. (i) If the localization (C [Σ−1], 𝛾) exists, the functor 𝛾 is a bijection on
objects; i.e. we may always take Ob(C [Σ−1]) = Ob(C ), and then 𝛾 will be the identity
on objects. Indeed, consider the category D such that Ob(D) = Ob(C ) and D (𝑋,𝑌 ) :=
C [Σ−1] (𝛾𝑋,𝛾𝑌 ) for every 𝑋,𝑌 ∈ Ob(C ), with the composition law deduced from the
composition law for morphisms of C [Σ−1]. We have a functor 𝜆 : C → D that is the
identity on objects, and such that 𝜆(𝑓 ) := 𝛾 (𝑓 ) for every morphism 𝑓 of C . Clearly
𝜆(Σ) ⊂ Isom(D), so 𝜆 factors through 𝛾 and a unique functor 𝛼 : C [Σ−1] → D ; on
the other hand, 𝛾 factors through 𝜆 and a unique functor 𝛽 : D → C [Σ−1] : namely,
𝛽𝑋 := 𝛾𝑋 for every 𝑋 ∈ Ob(D), and 𝛽 is the identity map on morphisms. The identity
𝜆 = 𝛼 ◦ 𝛾 implies that 𝛼 is surjective on objects. Next, since 𝛾 = 𝛽 ◦ 𝜆 = 𝛽 ◦ 𝛼 ◦ 𝛾 , we
must have 𝛽 ◦ 𝛼 = 1C [Σ−1 ] by the universal property of 𝛾 ; this implies that 𝛼 is injective
on objects, i.e. 𝛼 is bijective on objects, so the same holds for 𝛾 .

(ii) Moreover, every morphism of C [Σ−1] can be written as a composition :

(∗) 𝑋0
𝛾 (𝑓0 )−−−−→ 𝑌0

𝛾 (𝑔0 )−1−−−−−−→ 𝑋1
𝛾 (𝑓1 )−−−−→ 𝑌1

𝛾 (𝑔1 )−1−−−−−−→ · · ·
𝛾 (𝑓𝑛 )−−−−→ 𝑌𝑛

of some arbitrary length 𝑛, where 𝑓0, . . . , 𝑓𝑛 are morphisms of C , and 𝑔0, . . . , 𝑔𝑛−1 are
elements of Σ. Indeed, clearly any composition ofmorphisms of the type (∗) is again of the
same type, so let B ⊂ C [Σ−1] be the subcategory such that Ob(B) = Ob(C ), and whose
morphisms are of the form (∗). Obviously 𝛾 factors through the inclusion B → C [Σ−1]
and a unique functor𝛾 ′ : C → B, and clearly𝛾 ′ (Σ) ⊂ Isom(B). Moreover, if 𝐹 : C → D
is any functor with 𝐹 (Σ) ⊂ Isom(D), then the unique functor 𝐺 : C [Σ−1] → D with
𝐹 = 𝐺 ◦ 𝛾 restricts to a functor 𝐺 ′ : B → D with 𝐹 = 𝐺 ′ ◦ 𝛾 ′, and it is easily seen that
there can be at most one such functor 𝐺 ′. Hence, (B, 𝛾 ′) is another localization of C
along Σ, and one deduces easily that B = C [Σ−1].
(iii) The discussion of (i) and (ii) also applies verbatim to the wide localization C ⟨Σ−1⟩

of any wide category C along any subclass Σ ⊂ Mor(C ).
(iv) Suppose that C is a small category, and let (L , 𝛾) be a pair consisting of a small

category L and a functor 𝛾 : C → L with 𝛾 (Σ) ⊂ Isom(L ), such that for every small
category C ′, the functor 𝛾 induces a bijection :

Cat(L ,C ′) ∼−→ {𝐹 ∈ Cat(C ,C ′) | 𝐹 (Σ) ⊂ Isom(C ′)} 𝐺 ↦→ 𝐺 ◦ 𝛾 .
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Then (L , 𝛾) is a localization ofC along Σ. Indeed, let 𝐹 : C → D be any functor such that
𝐹 (Σ) ⊂ Isom(D), and let 𝑗 : D ′ → D be the inclusion functor of theminimal subcategory
D ′ ⊂ D such that 𝐹 (Mor(C )) ∪ {(𝐹 𝑓 )−1 | 𝑓 ∈ Σ} ⊂ Mor(D ′). Then 𝐹 is the composition
of 𝑗 and a unique functor 𝐹 ′ : C → D ′. Clearly 𝐹 ′ (Σ) ⊂ Isom(D ′); moreover, D ′ is
a small category (lemma 1.2.10(i,ii)), so by assumption 𝐹 ′ is the composition of 𝛾 with a
unique functor 𝐺 ′ : L → D ′. With 𝐺 := 𝑗 ◦ 𝐺 ′, we get 𝐹 = 𝐺 ◦ 𝛾 . Lastly, suppose
that 𝐻 : L → D is another functor such that 𝐹 = 𝐻 ◦ 𝛾 , and let 𝑖 : D ′′ → D be the
inclusion functor of theminimal subcategoryD ′′ ⊂ D with𝐺 (Mor(L ))∪𝐻 (Mor(L )) ⊂
Mor(D ′′); then 𝐺 (resp. 𝐻 ) is the composition of 𝑖 with a unique functor 𝐺 ′′ : L → D ′′

(resp. 𝐻 ′′ : L → D ′′), and clearly𝐺 ′′ ◦𝛾 = 𝐻 ′′ ◦𝛾 , whence𝐺 ′′ = 𝐻 ′′, by our assumption
on the pair (L , 𝛾), so finally 𝐺 = 𝐻 , as required. The same argument shows that, in this
situation, (L , 𝛾) also represents the wide localization of C along Σ.

Proposition 1.11.4. (i) For every wide category C and every subclass Σ ⊂ Mor(C ), the
wide localization (C ⟨Σ−1⟩, 𝛾) of C along Σ exists.

(ii) If C is a small category, the same holds for C ⟨Σ−1⟩.
(iii) If C is a category and Σ is a set, (C ⟨Σ−1⟩, 𝛾) is also a localization of C along Σ.

Proof. Suppose first thatC is small, and that Σ = {𝑓 } for somemorphism 𝑓 : 𝑋 → 𝑌 of C .
We let 𝐼 be the category with Ob(𝐼 ) := {0, 1} and such that the inclusion functor [0] → 𝐼

is an equivalence of categories (so Mor(𝐼 ) = {10, 11,
−→01 : 0→ 1,−→10 : 1→ 0}). Clearly the

totally ordered set [1] is a subcategory of 𝐼 , and we let 𝑗 : [1] → 𝐼 be the inclusion; since
Cat is cocomplete (proposition 1.10.4) we may then consider the cocartesian diagram :

[1] 𝐹 //

𝑗
��

C

𝛾

��
𝐼 // D

where 𝐹 is the unique functor such that 𝐹 (−→01) := 𝑓 . Hence, for every small category A ,
the datum of a functor D → A is equivalent to that of a pair of functors C

𝐺−→ A
𝐻←− 𝐼

with𝐺 ◦𝐹 = 𝐻 ◦ 𝑗 . However, notice that𝐻 is the same as the datum of an isomorphism of
A , and the foregoing identity then means that 𝐺𝑓 is an isomorphism in A . Taking into
account remark 1.11.3(iv), this shows that (D, 𝛾) is a localization C [𝑓 −1] of C along {𝑓 }.
• Next, let Σ = {𝑓1, . . . , 𝑓𝑛} be any finite subset of Mor(C ); we set

D0 := C and D𝑖 := D𝑖−1 [𝑓 𝑖−1] ∀𝑖 = 1, . . . , 𝑛

where 𝑓 𝑖 denotes the image of 𝑓𝑖 in D𝑖−1, for every 𝑖 = 1, . . . , 𝑛. It is easily seen that D𝑛

represents the localization C [Σ−1], and the localization functor 𝛾 : C → C [Σ−1] is the
composition of the localizations (D𝑖−1 → D𝑖 | 𝑖 = 1, . . . , 𝑛).
• Lastly, let Σ ⊂ Mor(C ) be an arbitrary subset, and denote by P0 (Σ) the set of all

finite subsets of Σ, partially ordered by inclusion of subsets. By the foregoing, for every
Δ ∈ P0 (Σ) we get a localization 𝛾Δ : C → C [Δ−1], and clearly, for every Δ′ ∈ P0 (Σ)
with Δ ⊂ Δ′ there exists a unique functor 𝛾ΔΔ′ : C [Δ−1] → C [Δ′−1] such that 𝛾ΔΔ′ ◦𝛾Δ =

𝛾Δ′ . We then get a well-defined functor

C [−] : P0 (Σ) → Cat Δ ↦→ C [Δ−1] (Δ ⊂ Δ′) ↦→ 𝛾ΔΔ′
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and again, in light of remark 1.11.3(iv), it is easily seen that the colimit L of C [−] rep-
resents the localization C [Σ−1]; indeed, if (𝛿Δ : C [Δ−1] → L | Δ ∈ P0 (Σ)) is a uni-
versal co-cone, then 𝛿∅ : C = C [∅−1] → L is the localization functor. Moreover,
(C [Σ−1], 𝛿∅) is also a wide localization of C along Σ, so the proof of (ii) is complete.
• To prove (i), denote by P (C ) the class of all subsets of Mor(C ), and recall that for

every 𝑆 ∈ P (C ) there exists a minimal wide subcategory C𝑆 of C with 𝑆 ⊂ Mor(C𝑆 ),
and C𝑆 is a small category; moreover, C is the wide colimit of the filtered family (C𝑆 | 𝑆 ∈
P (C )) (lemma 1.2.10). For every 𝑆,𝑇 ∈ P (C ) with 𝑆 ⊂ 𝑇 , let 𝑗𝑆 : C𝑆 → C and
C𝑆𝑇 : C𝑆 → C𝑇 be the inclusion functors, set Σ𝑆 := 𝑆 ∩ Σ, and let (C𝑆 ⟨Σ−1𝑆 ⟩, 𝛾𝑆 ) be the
wide localization of C𝑆 along 𝑆 ; by (ii), we get an induced functor

𝐹 : P (C ) → Cat 𝑆 ↦→ C𝑆 ⟨Σ−1𝑆 ⟩ (𝑆 ⊂ 𝑇 ) ↦→ (𝐹𝑆𝑇 : C𝑆 ⟨Σ−1𝑆 ⟩ → C𝑇 ⟨Σ−1𝑇 ⟩)
where 𝐹𝑆𝑇 is the unique functor such that 𝐹𝑆𝑇 ◦𝛾𝑆 = 𝛾𝑇 ◦C𝑆𝑇 . According to example 1.5.11,
the wide colimit of 𝐹 is represented by a wide category L , and we choose a global co-
cone 𝜏• := (𝜏𝑆 : C𝑆 ⟨Σ−1𝑆 ⟩ → L | 𝑆 ∈ P (C )). Let then 𝛾 : C → L be the unique functor
such that 𝛾 ◦ 𝑗𝑆 = 𝜏𝑆 ◦ 𝛾𝑆 for every 𝑆 ∈ P (C ); we claim that (L , 𝛾) is the sought wide
localization of C along Σ. Indeed, it is clear that 𝛾 (Σ) ⊂ Isom(L ); next, let 𝐺 : C → D
be any functor of wide categories such that 𝐹 (Σ) ⊂ Isom(D), and for every 𝑆 ∈ P (C )
let 𝐺𝑆 : C𝑆 ⟨Σ−1𝑆 ⟩ → D be the unique functor such that 𝐺𝑆 ◦ 𝛾𝑆 = 𝐺 ◦ 𝑗𝑆 . It follows easily
that 𝐺𝑇 ◦ 𝐹𝑆𝑇 ◦ 𝛾𝑆 = 𝐺𝑆 ◦ 𝛾𝑆 for every 𝑆,𝑇 ∈ P (C ) with 𝑆 ⊂ 𝑇 , whence 𝐺𝑇 ◦ 𝐹𝑆𝑇 = 𝐺𝑆 ,
so that we get a unique functor

𝐻 : L → D such that 𝐻 ◦ 𝜏𝑆 = 𝐺𝑆 ∀𝑆 ∈P (C ).
It follows that 𝐺 ◦ 𝑗𝑆 = 𝐺𝑆 ◦ 𝛾𝑆 = 𝐻 ◦ 𝜏𝑆 ◦ 𝛾𝑆 = 𝐻 ◦ 𝛾 ◦ 𝑗𝑆 for every 𝑆 ∈ P (C ), so that
𝐺 = 𝐻 ◦ 𝛾 . Lastly, let 𝐾 : L → D be another functor with 𝐾 ◦ 𝛾 = 𝐺 ; it follows that
𝐾 ◦𝜏𝑆 ◦𝛾𝑆 = 𝐾 ◦𝛾 ◦ 𝑗𝑆 = 𝐺 ◦ 𝑗𝑆 = 𝐻 ◦𝜏𝑆 ◦𝛾𝑆 for every 𝑆 ∈P (C ), whence 𝐾 ◦𝜏𝑆 = 𝐻 ◦𝜏𝑆
for every such 𝑆 , and finally 𝐾 = 𝐻 , as required.

(iii): Denote by 𝑆 the class of all objects ofC that are either source or target of elements
of Σ, and for every 𝑋,𝑌 ∈ 𝑆 set Σ(𝑋,𝑌 ) := C (𝑋,𝑌 ) ∩ Σ; clearly, if Σ is a set, the same
holds for 𝑆 . For every 𝑛 ∈ N and every 𝑋,𝑌 ∈ Ob(C ), let 𝑇𝑛 (𝑋,𝑌 ) be the set of all
sequences (𝑋•, 𝑌•) := ((𝑋0, 𝑌0), · · · , (𝑋𝑛, 𝑌𝑛)) with 𝑋0 = 𝑋 , 𝑌𝑛 = 𝑌 and 𝑋𝑖 , 𝑌𝑖−1 ∈ 𝑆 for
every 𝑖 = 1, . . . , 𝑛. Remark 1.11.3(ii) yields a surjection⋃

𝑛∈N

⋃
(𝑋•,𝑌• ) ∈𝑇𝑛 (𝑋,𝑌 )

𝑛l

𝑖=0
C (𝑋𝑖 , 𝑌𝑖 ) ×

𝑛−1l

𝑖=0
Σ(𝑋𝑖+1, 𝑌𝑖 ) → C ⟨Σ−1⟩(𝑋,𝑌 ).

Thus, if Σ is a set, the same holds for C ⟨Σ−1⟩(𝑋,𝑌 ), for every 𝑋,𝑌 ∈ Ob(C ). □

Remark 1.11.5. (i) When C is a (usual) category and Σ is is a proper class, the existence of
the localization C [Σ−1] is in general a delicate question, and depends on the chosen set-
theoretic framework. On the other hand, it is clear that if the wide localization C ⟨Σ−1⟩ is
a (usual) category, then (C ⟨Σ−1⟩, 𝛾) is also a localization of C along Σ. Moreover, standard
arguments show that the pair (C [Σ−1], 𝛾), when it exists, is determined by its universal
property : if (L , 𝛾 ′) is another localization of C along Σ, there exists a unique isomor-
phism of categories 𝜔 : C [Σ−1] ∼−→ L such that 𝛾 ′ ◦ 𝜔 = 𝛾 ; the same of course applies,
mutatis mutandis, to wide localizations.

(ii) Let C be a category, Σ ⊂ Mor(C ) a subclass, (C ⟨Σ−1⟩, 𝛾) the wide localiza-
tion of C along Σ, and suppose as well that the localization (C [Σ−1], 𝛾 ′) exists; by re-
mark 1.11.3(i,iii) we may suppose that 𝛾 and 𝛾 ′ induce identifications : Ob(C ⟨Σ−1⟩) =
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Ob(C [Σ−1]) = Ob(C ), and we have a unique functor

𝜙 : C ⟨Σ−1⟩ → C [Σ−1] such that 𝜙 ◦ 𝛾 = 𝛾 ’.

Especially, 𝜙 is the identity map on objects. It follows easily that the rule :

(𝑋,𝑌 ) ↦→ D (𝑋,𝑌 ) := 𝜙 (C ⟨Σ−1⟩(𝑋,𝑌 )) ∀(𝑋,𝑌 ) ∈ Ob(C )2

defines a subcategory D ⊂ C [Σ−1] with Ob(D) = Ob(C ), such that 𝛾 ′ factors uniquely
through a functor 𝛾 ′′ : C → D , with 𝛾 ′′ (Σ) ⊂ Isom(D), and 𝜙 factors through a unique
functor 𝜙 ′ : C ⟨Σ−1⟩ → D . Now, let 𝐹 : C → A be any functor of categories such that
𝐹 (Σ) ⊂ Isom(A ), so that 𝐹 factors uniquely through 𝛾 ′ and a functor 𝐹 : C [Σ−1] → A ,
and denote by 𝐺 : D → A the restriction of 𝐹 . Clearly 𝐺 ◦ 𝛾 ′′ = 𝐹 ; moreover, suppose
that𝐺 ′ : D → A is another functor with𝐺 ′◦𝛾 ′′ = 𝐹 . It follows that𝐺 ◦𝜙 ′◦𝛾 = 𝐺 ′◦𝜙 ′◦𝛾 ,
whence𝐺 ◦𝜙 ′ = 𝐺 ′ ◦𝜙 ′; but 𝜙 ′ is the identity on objects, and is surjective on morphisms,
whence 𝐺 = 𝐺 ′. This shows that (D, 𝛾 ′′) is a localization of C along Σ, and then the
inclusion D → C [Σ−1] must be an isomorphism of categories, by (i). Summing this
proves that 𝜙 is a full functor. However, will shall later show that 𝜙 is not necessarily an
isomorphism of (wide) categories : see proposition 1.12.14.
(iii) It is clear from the definition, that the localization (C [Σ−1], 𝛾) exists if and only

if the same holds for the localization (C op [Σop−1], 𝛾 ′), and if these categories exist, we
have a unique isomorphism of categories :

𝜔 : C op [Σop−1] ∼−→ C [Σ−1]op such that 𝛾op = 𝜔 ◦ 𝛾 ′

and again, the same applies to wide localizations.

Proposition 1.11.6. Let C ,D be two categories, 𝐹 : C ⇄ D : 𝐺 two functors and

Σ𝐹 := {𝑓 ∈ Mor(C ) | 𝐹 𝑓 is an isomorphism}.
Suppose that 𝐺 is fully faithful, and is either right or left adjoint to 𝐹 . Then :

(i) The localization (C [Σ−1
𝐹
], 𝛾) exists.

(ii) 𝐹 factors uniquely through 𝛾 and an equivalence 𝐹 : C [Σ−1
𝐹
] ∼−→ D .

Proof. Obviously we have Σop
𝐹

= Σ𝐹 op , and (𝐹,𝐺) is an adjoint pair if and only if the same
holds for (𝐺op, 𝐹 op) ([13, Rem.2.15(i)]); taking into account remark 1.11.5(iii), we may
therefore assume that 𝐺 is right adjoint to 𝐹 .

Now, let C be the category with Ob(C ) := Ob(C ), and

C (𝑋,𝑌 ) := D (𝐹𝑋, 𝐹𝑌 ) ∀𝑋,𝑌 ∈ Ob(C )
with composition law deduced from that of D , in the obvious way. We have a functor
𝛾 : C → C that is the identity on objects, and such that 𝛾 (𝑓 ) := 𝐹 𝑓 for every morphism 𝑓

of C ; then 𝐹 is the composition of 𝛾 and a unique functor 𝐹 : C → D such that 𝐹𝑋 := 𝐹𝑋
and 𝐹𝑔 := 𝑔 for every 𝑋 ∈ Ob(C ) and every 𝑔 ∈ Mor(C ). By construction, 𝐹 is fully
faithful. Moreover, let 𝜂• : 1C ⇒ 𝐺𝐹 and 𝜀• : 𝐹𝐺 ⇒ 1D the unit and respectively
the counit of an adjunction for (𝐹,𝐺); since 𝐺 is fully faithful, 𝜀• is an isomorphism of
functors ([13, Prop.2.16(iii)]), i.e. 𝜀𝐴 : 𝐹𝐺𝐴→ 𝐴 is an isomorphism for every 𝐴 ∈ Ob(D),
and especially, 𝐹 is essentially surjective, so it is an equivalence of categories, as stated.

It remains only to check that (C , 𝛾) is a localization of C along Σ𝐹 . Obviously, 𝛾 (𝑓 )
is an isomorphism of C , for every 𝑓 ∈ Σ𝐹 . Next, let 𝐻 : C → C ′ be any functor such
that 𝐻 𝑓 is an isomorphism of C ′ for every 𝑓 ∈ Σ𝐹 ; we must exhibit a unique functor
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𝐻 : C → C ′ such that 𝐻 = 𝐻 ◦ 𝛾 . Clearly, we must then set 𝐻𝑋 := 𝐻𝑋 for every
𝑋 ∈ Ob(C ). Notice moreover that for every such 𝑋 , we have

𝜀𝐹𝑋 ◦ 𝐹𝜂𝑋 = 1𝐹𝑋 in D

by the triangular identities for (𝜂•, 𝜀•) ([13, Prob.2.13(ii)]). We have already noticed that
𝜀𝐹𝑋 is an isomorphism of D , so the same holds for 𝐹𝜂𝑋 , i.e. 𝜂𝑋 ∈ Σ𝐹 , and we get an
isomorphism :

(∗) 𝜀𝐹𝑋 : 𝐺𝐹𝑋 ∼−→ 𝑋 in C such that 𝜀−1𝐹𝑋 = 𝛾 (𝜂𝑋 ).

In view of (∗), every morphism 𝑔 : 𝑋 → 𝑌 of C (i.e. every 𝑔 ∈ D (𝐹𝑋, 𝐹𝑌 )) then yields
the following commutative diagram in C :

(∗∗)
𝑋

𝑔 //

𝛾 (𝜂𝑋 )
��

𝑌

𝛾 (𝜂𝑌 )
��

𝐺𝐹𝑋
𝛾𝐺𝑔 // 𝐺𝐹𝑌 .

Hence, for every such 𝑔 we set 𝐻𝑔 := (𝐻𝜂𝑌 )−1 ◦ 𝐻𝐺𝑔 ◦ 𝐻𝜂𝑋 : 𝐻𝑋 → 𝐻𝑌 .
It is easily seen that 𝐻 is a well-defined functor C → C ′, and we get :

𝐻 ◦𝛾 (𝑓 ) = (𝐻𝜂𝑌 )−1 ◦𝐻𝐺𝐹 𝑓 ◦𝐻𝜂𝑋 = (𝐻𝜂𝑌 )−1 ◦𝐻𝜂𝑌 ◦𝐻 𝑓 = 𝐻 𝑓 ∀𝑓 ∈ C (𝑋,𝑌 )

so that𝐻◦𝛾 = 𝐻 . Lastly, if𝐾 : C → C ′ is any functorwith𝐻 = 𝐾◦𝛾 , we apply𝐾 termwise
to the diagram (∗∗) to easily deduce that 𝐾𝑔 = 𝐻𝑔, and the proof is complete. □

Lemma 1.11.7. Let C ,D be two categories, and Σ ⊂ Mor(C ) such that the localization
(C [Σ−1], 𝛾) exists. Let also 𝐹,𝐺 : C [Σ−1] → D be two functors, and 𝜏• : 𝐹 ◦ 𝛾 ⇒ 𝐺 ◦ 𝛾 a
natural transformation. Then we have :

(i) There exists a unique natural transformation 𝛽• : 𝐹 ⇒ 𝐺 such that 𝜏• = 𝛽• ★𝛾 .
(ii) Especially, if C is small, 𝛾 induces a fully faithful functor

Fun(𝛾,D) : Fun(C [Σ−1],D) → Fun(C ,D).

Proof. Clearly (ii) follows from (i). Now, the datum of 𝜏• is equivalent to that of a functor

𝑇 : C → D [1] such that e0 ◦𝑇 = 𝐹 ◦ 𝛾 and e1 ◦𝑇 = 𝐺 ◦ 𝛾
where [1] is defined as in remark 1.9.3(iii), and e0, e1 : D [1] → D are the evaluation
functors, as in §1.3. Namely, we set 𝑇𝑋 := (𝐹𝛾𝑋 𝜏𝑋−−→ 𝐺𝛾𝑋 ) for every 𝑋 ∈ Ob(C ). Notice
that a morphism 𝑔 of D |1] is an isomorphism if and only if both e0 (𝑔) and e1 (𝑔) are
isomorphisms of D ; then clearly 𝑇 maps every 𝑓 ∈ Σ to an isomorphism 𝑇 𝑓 of D [1] , so
it factors through 𝛾 and a unique functor

𝑇 ′ : C [Σ−1] → D [1] such that e0 ◦𝑇 ′ = 𝐹 and e1 ◦𝑇 ′ = 𝐺.
In turns, 𝑇 ′ is equivalent to the datum of a natural transformation 𝛽• : 𝐹 ⇒ 𝐺 with the
sought property. □

Proposition 1.11.8. Let 𝐹 : A ∼−→ B be an equivalence of wide categories, Σ ⊂ Mor(A )
a subclass, and Δ := 𝐹 (Σ) ⊂ Mor(B). We have :

(i) 𝐹 induces an equivalence of wide categories A ⟨Σ−1⟩ ∼−→ B⟨Δ−1⟩.
(ii) If A and B are categories, and if the localization (A [Σ−1], 𝛾A ) exists, then the same

holds for the localization (B [Δ−1], 𝛾B), and 𝐹 induces an equivalenceA [Σ−1] ∼−→ B [Δ−1].
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Proof. (i): Let 𝐺 : B ∼−→ A be a quasi-inverse for 𝐹 , and 𝜂• : 1B
∼−→ 𝐹𝐺 , 𝜀• : 𝐺𝐹 ∼−→ 1A

the unit and counit of an adjunction for the pair (𝐺, 𝐹 ) (so 𝜂• and 𝜀• are isomorphisms of
functors : see [13, Prop.2.16(iii)]). We consider the wide category B such that Ob(B) :=
Ob(B), and with B(𝑋,𝑌 ) := A ⟨Σ−1⟩(𝛾A𝐺𝑋,𝛾A𝐺𝑌 ) for every 𝑋,𝑌 ∈ Ob(B); the com-
position law ofB is induced by that ofA ⟨Σ−1⟩ in the obvious fashion. We have a functor

𝛾B : B → B 𝑋 ↦→ 𝑋 (𝑓 : 𝑋 → 𝑌 ) ↦→ 𝛾A𝐺𝑓

and we claim that 𝛾B (Δ) ⊂ Isom(B). Indeed, for every (𝑓 : 𝑋 → 𝑌 ) ∈ Mor(A ) we have

𝛾B (𝐹 𝑓 ) = 𝛾A (𝜀𝑌 )−1 ◦ 𝛾A (𝑓 ) ◦ 𝛾A (𝜀𝑋 ) : 𝛾A𝐺𝐹𝑋 → 𝛾A𝐺𝐹𝑌

so 𝛾B (𝐹 𝑓 ) is an isomorphism whenever 𝑓 ∈ Σ, whence the assertion.
• Next, let 𝐻 : B → C be any functor of wide categories such that 𝐻 (Δ) ⊂ Isom(C );

hence 𝐻𝐹 (Σ) ⊂ Isom(C ), so there exists a unique functor 𝐾 : A ⟨Σ−1⟩ → C such that
𝐾𝛾A = 𝐻𝐹 . Especially, for the case 𝐻 = 𝛾B, we denote by 𝐹 : A ⟨Σ−1⟩ → B the unique
functor such that 𝐹𝛾A = 𝛾B𝐹 . We define a functor 𝐻 : B → C as follows. For every
𝑋,𝑌 ∈ Ob(B) we set 𝐻𝑋 := 𝐻𝑋 , and for every 𝜙 ∈ A ⟨Σ−1⟩(𝛾A𝐺𝑋,𝛾A𝐺𝑌 ) we let

𝐻𝜙 := 𝐻 (𝜂𝑌 )−1 ◦ 𝐾 (𝜙) ◦ 𝐻 (𝜂𝑋 ) : 𝐻𝑋 → 𝐻𝑌 .

We claim that𝐻𝛾B = 𝐻 . Indeed,𝐻𝛾B (𝑋 ) = 𝐻𝑋 for every𝑋 ∈ Ob(B); then, if𝜙 = 𝛾B (𝑓 )
for 𝑓 ∈ B(𝑋,𝑌 ), we get 𝐾 (𝜙) = 𝐾𝛾A𝐺𝑓 = 𝐻𝐹𝐺𝑓 , so that 𝐻𝜙 = 𝐻 𝑓 , as stated.

• Lastly, let 𝐻 ′ : B → C be another functor with 𝐻 ′𝛾B = 𝐻 . We need to show that
𝐻 ′ = 𝐻 , and since 𝛾B is the identity on objects, we see already that 𝐻 ′𝑋 = 𝐻𝑋 for every
𝑋 ∈ Ob(B); we are then reduced to checking :

Claim 1.11.9. For every𝑋,𝑌 ∈Ob(B), every 𝜙 ∈B(𝑋,𝑌 ) can be written as a composition

𝑋
𝛾B (𝑓0 )−−−−−→ 𝐵0

𝛾B (𝑔0 )−1−−−−−−−→ 𝐶1
𝛾B (𝑓1 )−−−−−→ 𝐵1

𝛾B (𝑔1 )−1−−−−−−−→ · · ·
𝛾B (𝑓𝑛 )−−−−−→ 𝑌

for some 𝑛 ∈ N, where 𝑓0, . . . , 𝑓𝑛 are morphisms of B and 𝑔0, . . . , 𝑔𝑛−1 ∈ Δ.
Proof : By definition, 𝜙 ∈ A ⟨Σ−1⟩(𝛾A𝐺𝑋,𝛾A𝐺𝑌 ), so it can be written as a composition

𝐺𝑋
𝛾A (ℎ0 )−−−−−−→ 𝑌0

𝛾A (𝑠0 )−1−−−−−−−→ 𝑋1
𝛾A (ℎ1 )−−−−−−→ 𝑌1

𝛾A (𝑠1 )−1−−−−−−−→ · · ·
𝛾A (ℎ𝑛 )−−−−−−→ 𝐺𝑌

for some 𝑛 ∈ N, where ℎ0, . . . , ℎ𝑛 are morphisms of A and 𝑠0, . . . , 𝑠𝑛−1 ∈ Σ (remark
1.11.3(ii)). Recall that𝐺𝜂𝐵 = 𝜀−1

𝐺𝐵
for every 𝐵 ∈ Ob(B) ([13, Prob.2.13(ii)]); we deduce the

commutative diagram of A :

𝐺𝐹𝐺𝑋
𝐺𝐹ℎ0 // 𝐺𝐹𝑌0

𝜀𝑌0
��

𝐺𝐹𝑋1
𝐺𝐹𝑠0oo

𝜀𝑋1
��

𝐺𝐹ℎ1 // 𝐺𝐹𝑌1
𝜀𝑌1
��

· · ·𝐺𝐹𝑠1oo 𝐺𝐹ℎ𝑛 // 𝐺𝐹𝐺𝑌

𝐺 (𝜂−1
𝑌
)

��
𝐺𝑋

ℎ0 //

𝐺𝜂𝑋

OO

𝑌0 𝑋1
𝑠0oo ℎ1 // 𝑌1 · · ·𝑠1oo ℎ𝑛 // 𝐺𝑌

all whose vertical arrows are isomorphisms. Hence, we can take 𝐵𝑖 := 𝐹𝑌𝑖 , 𝐶𝑖+1 := 𝐹𝑋𝑖+1
for 𝑖 = 0, . . . , 𝑛 − 1, and 𝑓0 := 𝐹𝑠0 ◦ 𝜂𝑋 , 𝑓𝑛 := 𝜂−1

𝑌
◦ 𝐹ℎ𝑛 , 𝑓𝑖 := 𝐹ℎ𝑖 for 𝑖 = 1, . . . , 𝑛 − 1, and

𝑔𝑖 := 𝐹𝑠𝑖 for 𝑖 = 0, . . . , 𝑛 − 1. 3

With claim 1.11.9 we conclude that (B, 𝛾B) is the wide localization of B along Δ; the
remaining assertion of (i) follows now from :
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Claim 1.11.10. 𝐹 is an equivalence of wide categories.
Proof : Clearly 𝐹𝛾A𝑋 = 𝐹𝑋 for every 𝑋 ∈ Ob(A ), and we show that :

𝐹𝜓 = 𝛾A (𝜀𝑋 ) ◦𝜓 ◦ 𝛾A (𝜀𝑌 )−1 : 𝛾A𝐺𝐹𝑋 → 𝛾A𝐺𝐹𝑌 ∀𝜓 ∈ A ⟨Σ−1⟩(𝛾A𝑋,𝛾A𝑌 ).

Indeed, there exists a functor 𝐹 ′ : A ⟨Σ−1⟩ → B such that 𝐹 ′𝛾A𝑋 := 𝐹𝑋 for every
𝑋 ∈ Ob(A ), and with 𝐹 ′𝜓 := 𝛾A (𝜀𝑋 ) ◦ 𝜓 ◦ 𝛾A (𝜀𝑌 )−1 for every 𝜓 as in the foregoing,
and it is easily seen that 𝐹 ′ (𝛾A 𝑓 ) = 𝛾B𝐹 𝑓 for every 𝑓 ∈ A (𝑋,𝑌 ), whence 𝐹 ′ = 𝐹 , by
the uniqueness property of 𝐹 . It follows that 𝐹 is fully faithful, and since 𝐹 is essentially
surjective, we also easily deduce that the same holds for 𝐹 , whence the assertion. 3

(ii): If A and B are categories and if A [Σ−1] exists, the proof of (i) yields, mutatis
mutandis, the construction of B [Δ−1], whence the claim (details left to the reader). □

The following result, that I learned from O.Gabber, shows that every wide category
can be realized, up to equivalence, as a wide localization of some (large) category.

Proposition 1.11.11. For every wide category C there exists a category B, a class Σ ⊂
Mor(B) and an equivalence of wide categories C ∼−→ B⟨Σ−1⟩ that is injective on objects.

Proof. Let 𝑇 be the class of all composable pairs (𝑓 , 𝑔) of morphisms of C , i.e. such that
the target of 𝑓 equals the source of 𝑔; denote by B0 be the discrete category with

Ob(B0) := {𝑋𝑐 | 𝑐 ∈ Ob(C )} ⊔ {𝑌𝑓 | 𝑓 ∈ Mor(C )} ⊔ {𝑍 𝑓 ,𝑔 | (𝑓 , 𝑔) ∈ 𝑇 }.
• Let B1 be the category obtained by adding to B0 the family of morphisms :

𝑋s(𝑓 )
𝜎 (𝑓 )
←−−−− 𝑌𝑓

𝜏 (𝑓 )
−−−→ 𝑋t(𝑓 ) ∀𝑓 ∈ Mor(C )

where s(𝑓 ) and t(𝑓 ) are respectively the source and target of 𝑓 (see definition 1.2.3(i)),
and we also require that 𝜎 (𝑓 ) = 𝜏 (𝑓 ) if and only if 𝑓 = 1𝑐 for some 𝑐 ∈ Ob(C ). Notice
that for every composable pair (𝜙,𝜓 ) of morphisms of B1, either 𝜙 or 𝜓 is an identity
morphism, so there exists a unique (trivial) composition law on such composable pairs
verifying the usual associativity and unit axioms.
• Next, let B be the category obtained by adding to B1 the family of morphisms :

𝑋s(𝑓 ) 𝑋t(𝑓 ) = 𝑋s(𝑔) 𝑋t(𝑔)

𝑍 𝑓 ,𝑔
𝜆 (𝑓 ,𝑔)

uu
𝜇 (𝑓 ,𝑔)
��

𝜌 (𝑓 ,𝑔)

))

𝜆∗ (𝑓 ,𝑔)

ii

𝜇∗ (𝑓 ,𝑔)
OO

𝜌∗ (𝑓 ,𝑔)

55

𝑌𝑓 𝑌𝑔𝑓 𝑌𝑔

∀(𝑓 , 𝑔) ∈ 𝑇

where 𝜆(𝑓 , 𝑔), 𝜇 (𝑓 , 𝑔), 𝜌 (𝑓 , 𝑔) are all distinct, and we require the identities :

𝜎 (𝑓 ) ◦ 𝜆(𝑓 , 𝑔) = 𝜆∗ (𝑓 , 𝑔) = 𝜎 (𝑔𝑓 ) ◦ 𝜇 (𝑓 , 𝑔)
𝜏 (𝑓 ) ◦ 𝜆(𝑓 , 𝑔) = 𝜇∗ (𝑓 , 𝑔) = 𝜎 (𝑔) ◦ 𝜌 (𝑓 , 𝑔)
𝜏 (𝑔𝑓 ) ◦ 𝜇 (𝑓 , 𝑔) = 𝜌∗ (𝑓 , 𝑔) = 𝜏 (𝑔) ◦ 𝜌 (𝑓 , 𝑔)

so that 𝜆∗ (𝑓 , 𝑔) = 𝜇∗ (𝑓 , 𝑔) (resp. 𝜆∗ (𝑓 , 𝑔) = 𝜌∗ (𝑓 , 𝑔), resp. 𝜇∗ (𝑓 , 𝑔) = 𝜌∗ (𝑓 , 𝑔)) if and only
if 𝑓 = 1𝑐 (resp. if and only if 𝑔𝑓 = 1𝑐 , resp. if and only if 𝑔 = 1𝑐 ) for some 𝑐 ∈ Ob(C ).
Notice that for every composable triple (𝜙,𝜓, 𝜉) of morphisms of B (i.e. such that both
(𝜙,𝜓 ) and (𝜓, 𝜉) are composable pairs), either 𝜙 , 𝜓 or 𝜉 is an identity morphism, so that
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the foregoing identities uniquely determine a composition law on B fulfilling the usual
associativity and unit axioms (details left to the reader).
• Let (B⟨Σ−1⟩, 𝛾) be the wide localization of B along the class

Σ := {𝜎 (𝑓 ) | 𝑓 ∈ Mor(C )} ∪ {𝜆(𝑓 , 𝑔), 𝜇 (𝑓 , 𝑔), 𝜌 (𝑓 , 𝑔) | (𝑓 , 𝑔) ∈ 𝑇 }.
We define a functor 𝐹 : C → B⟨Σ−1⟩ by the rules :

𝑐 ↦→ 𝑋𝑐 𝑓 ↦→ 𝛾 (𝜏 (𝑓 )) ◦ 𝛾 (𝜎 (𝑓 ))−1 ∀𝑐 ∈ Ob(C ),∀𝑓 ∈ Mor(C ).
Let us check that 𝐹1𝑐 = 1𝐹𝑐 for every 𝑐 ∈ Ob(C ) and that 𝐹 (𝑔 ◦ 𝑓 ) = 𝐹𝑔 ◦ 𝐹 𝑓 for every
(𝑓 , 𝑔) ∈ 𝑇 . The first identity is clear, as𝜎 (1𝑐 ) = 𝜏 (1𝑐 ); for the second identity, we compute:

𝐹 (𝑔 ◦ 𝑓 ) = 𝛾 (𝜏 (𝑔𝑓 )) ◦ 𝛾 (𝜎 (𝑔𝑓 ))−1

= 𝛾 (𝜏 (𝑔𝑓 )) ◦ 𝛾 (𝜇 (𝑓 , 𝑔)) ◦ 𝛾 (𝜇 (𝑓 , 𝑔))−1 ◦ 𝛾 (𝜎 (𝑔𝑓 ))−1

= 𝛾 (𝜏 (𝑔)) ◦ 𝛾 (𝜌 (𝑓 , 𝑔)) ◦ 𝛾 (𝜆(𝑓 , 𝑔))−1 ◦ 𝛾 (𝜎 (𝑓 ))−1

= 𝛾 (𝜏 (𝑔)) ◦ 𝛾 (𝜎 (𝑔))−1 ◦ 𝛾 (𝜎 (𝑔)) ◦ 𝛾 (𝜌 (𝑓 , 𝑔)) ◦ 𝛾 (𝜆(𝑓 , 𝑔))−1 ◦ 𝛾 (𝜎 (𝑓 ))−1

= 𝐹𝑔 ◦ 𝛾 (𝜏 (𝑓 )) ◦ 𝛾 (𝜆(𝑓 , 𝑔)) ◦ 𝛾 (𝜆(𝑓 , 𝑔))−1 ◦ 𝛾 (𝜎 (𝑓 ))−1

= 𝐹𝑔 ◦ 𝐹 𝑓 .
• We define as well a functor 𝐺 : B → C by the rules :

𝑋𝑐 ↦→ 𝑐 𝑌𝑓 , 𝑍 𝑓 ,𝑔 ↦→ s(𝑓 )
𝜎 (𝑓 ), 𝜆(𝑓 , 𝑔), 𝜇 (𝑓 , 𝑔) ↦→ 1s(𝑓 ) 𝜏 (𝑓 ), 𝜌 (𝑓 , 𝑔) ↦→ 𝑓

for every 𝑐 ∈ Ob(C ), every 𝑓 ∈ Mor(C ) and every (𝑓 , 𝑔) ∈ 𝑇 (and of course, with
𝐺1𝐵 := 1𝐺𝐵 for every 𝐵 ∈ Ob(B)). Clearly 𝐺 (Σ) ⊂ Isom(C ), so 𝐺 factors uniquely
through 𝛾 and a functor 𝐺 : B⟨Σ−1⟩ → C .
• Clearly 𝐺 ◦ 𝐹 = 1C . Moreover, we get a natural transformation 𝜔• : 𝐹 ◦𝐺 ⇒ 𝛾 by :

𝑋𝑐 ↦→ 𝛾 (1𝑋𝑐 ) 𝑌𝑓 ↦→ 𝛾 (𝜎 (𝑓 )) 𝑍 𝑓 ,𝑔 ↦→ 𝛾 (𝜆∗ (𝑓 , 𝑔))
for every 𝑐 ∈ Ob(C ), every 𝑓 ∈ Mor(C ) and every (𝑓 , 𝑔) ∈ 𝑇 (details left to the reader).
Then, by lemma 1.11.7, there exists a unique natural transformation𝜔• : 𝐹 ◦𝐺 → 1B⟨Σ−1 ⟩
such that 𝜔• = 𝛾 ★𝛾 , and it follows easily that 𝜔• is an isomorphism of functors, so 𝐹 and
𝐺 are equivalences of wide categories, whence the proposition. □

1.11.12. A groupoid (resp. awide groupoid) is a category (resp. a wide category) in which
every morphism is an isomorphism. The class of small groupoids (that is, small categories
that are groupoids) forms a full subcategory

Grp

of the category Cat of small categories, and the inclusion functor 𝑖 : Grp → Cat admits
both a left adjoint 𝜋1 : Cat → Grp and a right adjoint 𝑘 : Cat → Grp. Indeed, for
any wide category C , let 𝑘 (C ) ⊂ C be the wide subcategory with Ob(𝑘 (C )) = Ob(C )
and such that the morphisms of 𝑘 (C ) are the isomorphisms of C . Hence 𝑘 (G ) is the
largest wide groupoid contained in C . Clearly, for every wide groupoid G , every functor
G → C factors uniquely through the inclusion 𝑘 (C ) → C ; especially, every functor
𝐹 : B → C induces by restriction a functor 𝑘 (𝐹 ) : 𝑘 (B) → 𝑘 (C ). Hence, by restricting
the construction 𝑘 to small categories, we do obtain a well-defined right adjoint for 𝑖 .
• Next, for every small category C we set

𝜋1 (C ) := C [Mor(C )−1] .
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We see easily from remark 1.11.3(ii) that 𝜋1 (C ) is a groupoid, and clearly for every
groupoid G , every functor C → G factors uniquely through the localization 𝛾C : C →
𝜋1 (C ); especially, every functor 𝐹 : B → C between small categories induces a unique
functor 𝜋1 (𝐹 ) : 𝜋1 (B) → 𝜋1 (C ) such that 𝜋1 (𝐹 ) ◦ 𝛾B = 𝛾C ◦ 𝐹 . It follows easily that the
rules C ↦→ 𝜋1 (C ) and 𝐹 ↦→ 𝜋1 (𝐹 ) yield the sought left adjoint for 𝑖 .

1.12. Calculus of fractions. The following definition – inspired by analogous consid-
erations arising in the study of non-commutative rings – yields natural conditions for the
existence of localizations of categories, that can be applied in a variety of useful situations.

Definition 1.12.1. Let C be a wide category, and Σ ⊂ Mor(C ) a given subclass.
(i) We say that Σ admits a right calculus of fractions, if the following holds :

(CF1) 1𝑋 ∈ Σ for every 𝑋 ∈ Ob(C ).
(CF2) For every 𝑠 : 𝑋 → 𝑌 and 𝑡 : 𝑌 → 𝑍 with 𝑠, 𝑡 ∈ Σ, we have 𝑡 ◦ 𝑠 ∈ Σ.
(CF3) For every morphism 𝑓 : 𝑋 → 𝑌 in C and every 𝑠 : 𝑊 → 𝑌 in Σ, there exists

𝑔 : 𝑍 →𝑊 in C and 𝑡 : 𝑍 → 𝑋 in Σ such that 𝑓 ◦ 𝑡 = 𝑠 ◦ 𝑔.
(CF4) If 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 are any two morphisms in C such that 𝑠 ◦ 𝑓 = 𝑠 ◦ 𝑔 for some

𝑠 : 𝑌 → 𝑍 in Σ, then there exists 𝑡 :𝑊 → 𝑋 in Σ such that 𝑓 ◦ 𝑡 = 𝑔 ◦ 𝑡 .
(ii) For every 𝑋 ∈ Ob(C ), let Σ𝑋 be the full wide subcategory of C /𝑋 whose objects

are the elements of Σ with target equal to 𝑋 . We say that Σ is right cofinally small, if Σop
𝑋

is cofinally small for every 𝑋 ∈ Ob(C ) (see definition 1.5.1(iv)).
(iii) We say that Σ admits a left calculus of fractions, if the subclass Σop admits a right

calculus of fractions in C op. We say that Σ is left cofinally small, if (Σop)𝑋 is coinitially
small for every 𝑋 ∈ Ob(C ).

Example 1.12.2. In the situation of proposition 1.11.6, suppose that 𝐺 is a right (resp.
left) adjoint to 𝐹 . Then the class Σ𝐹 admits a left (resp. right) calculus of fraction. For the
proof, by duality, we may assume that 𝐺 is right adjoint to 𝐹 , and we let (𝜂•, 𝜀•) be the
unit and counit of an adjunction for the pair (𝐹,𝐺). Now, (CF1) and (CF2) trivially hold
for Σop

𝐹
. Next, let 𝑓 : 𝑋 → 𝑌 be a morphism of C and 𝑠 : 𝑋 → 𝑊 an element of Σ𝐹 , so

that 𝐹𝑠 is an isomorphism of D ; we set 𝑔 := 𝐺𝐹 (𝑓 ) ◦𝐺𝐹 (𝑠)−1 ◦𝜂𝑊 :𝑊 → 𝑍 := 𝐺𝐹𝑌 , and
𝑡 := 𝜂𝑌 : 𝑌 → 𝑍 . By the triangular identities, 𝜀𝐹𝑌 ◦ 𝐹𝑡 = 1𝐹𝑌 , and on the other hand, 𝜀𝐹𝑌
is an isomorphism, since 𝐺 is fully faithful; hence 𝐹𝑡 is an isomorphism, i.e. 𝑡 ∈ Σ𝐹 . To
see that Σop

𝐹
fulfills (FC3), it then suffices to check that 𝑡 ◦ 𝑓 = 𝑔 ◦ 𝑠; we compute :

𝑔 ◦ 𝑠 = 𝐺𝐹 (𝑓 ) ◦𝐺𝐹 (𝑠)−1 ◦ 𝜂𝑊 ◦ 𝑠 = 𝐺𝐹 (𝑓 ) ◦𝐺𝐹 (𝑠)−1 ◦𝐺𝐹 (𝑠) ◦ 𝜂𝑋 = 𝐺𝐹 (𝑓 ) ◦ 𝜂𝑋 = 𝑡 ◦ 𝑓
as required. Lastly, let 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 be two morphisms of C such that 𝑓 ◦ 𝑠 = 𝑔 ◦ 𝑠 for
some 𝑠 ∈ Σ𝐹 ; it follows easily that 𝐹 𝑓 = 𝐹𝑔, whence :

𝜂𝑌 ◦ 𝑓 = 𝐺𝐹 (𝑓 ) ◦ 𝜂𝑋 = 𝐺𝐹 (𝑔) ◦ 𝜂𝑋 = 𝜂𝑌 ◦ 𝑔
and arguing as in the foregoing we see that 𝜂𝑌 ∈ Σ𝐹 ; this shows that (CF4) holds for Σop

𝐹
.

1.12.3. Let C and Σ be as in definition 1.12.1(i); we consider the functors

𝐻𝑋,𝑌 : Σop
𝑋
→ Set (𝑍 𝑡−→ 𝑋 ) ↦→ {𝑡} × C (𝑍,𝑌 ) ∀𝑋,𝑌 ∈ Ob(C )

that assign to every morphism ℎ/𝑋 : (𝑍 ′ 𝑡◦ℎ−−→ 𝑋 ) → (𝑍 𝑡−→ 𝑋 ) of Σ𝑋 the map

𝐻𝑋,𝑌 (ℎ) : 𝐻𝑋,𝑌 (𝑡) → 𝐻𝑋,𝑌 (𝑡 ◦ ℎ) (𝑡, 𝑓 ) ↦→ (𝑡 ◦ ℎ, 𝑓 ◦ ℎ) .
We denote the global colimit of 𝐻𝑋,𝑌 by :

[𝑋,𝑌 ]𝑟
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and for every (𝑡 : 𝑍 → 𝑋 ) ∈ Σ and every 𝑓 ∈ C (𝑍,𝑌 ) we let [𝑡, 𝑓 ]𝑟 ∈ [𝑋,𝑌 ]𝑟 be the
image of (𝑡, 𝑓 ) ∈ 𝐻𝑋,𝑌 (𝑡) under the global co-cone 𝐻𝑋,𝑌 ⇒ 𝑐 [𝑋,𝑌 ]𝑟 .

Proposition 1.12.4. Let C be a wide category, and (C ⟨Σ−1⟩, 𝛾) the wide localization of
C along a subclass Σ ⊂ Mor(C ) that admits a right calculus of fraction. We have :

(i) The wide category Σ𝑋 is cofiltered, for every 𝑋 ∈ Ob(C ).
(ii) For every 𝑋,𝑌 ∈ Ob(C ) we have a natural bijection :

[𝑋,𝑌 ]𝑟 ∼−→ C ⟨Σ−1⟩(𝛾𝑋,𝛾𝑌 ) [𝑡, 𝑓 ]𝑟 ↦→ 𝛾 (𝑓 ) ◦ 𝛾 (𝑡)−1.

Proof. (i): First, Ob(Σ𝑋 ) ≠ ∅, due to (CF1). Next, let (𝑍 𝑡−→ 𝑋 ), (𝑍 ′ 𝑡 ′−→ 𝑋 ) ∈ Ob(Σ𝑋 ); by
virtue of (CF3), we find 𝑍 ′′ ∈ Ob(C ), 𝑓 ∈ C (𝑍 ′′, 𝑍 ), and an element 𝑔 : 𝑍 ′′ → 𝑍 ′ of Σ
such that 𝑡 ◦ 𝑓 = 𝑡 ′ ◦𝑔. Then, (CF2) says that 𝑡 ′ ◦𝑔 lies in Σ, so it defines an object 𝑡 ′′ of Σ𝑋 ,
with morphisms 𝑓 /𝑋 : 𝑡 ′′ → 𝑡 and 𝑔/𝑋 : 𝑡 ′′ → 𝑡 ′ in Σ𝑋 . Lastly, let ℎ/𝑋, 𝑘/𝑋 : 𝑡 ′ ⇒ 𝑡 be
any two morphisms in Σ𝑋 . By (CF4), we may find 𝑠 : 𝑍 ′′ → 𝑍 ’ in Σ such that ℎ ◦ 𝑠 = 𝑘 ◦ 𝑠;
clearly 𝑠/𝑋 : (𝑍 ′′ 𝑡

′◦𝑠−−−→ 𝑋 ) → (𝑍 ′ 𝑡
′
−→ 𝑋 ) is a morphism in Σ𝑋 equalizing ℎ/𝑋 and 𝑘/𝑋 .

(ii): By virtue of (i) and example 1.2.13(iii), for every 𝑋,𝑌 ∈ Ob(C ) the global colimit
of 𝐻𝑋,𝑌 is represented by the class [𝑋,𝑌 ]𝑟 of equivalence classes [𝑡, 𝑓 ]𝑟 of all pairs

(𝑡, 𝑓 ) ∈ 𝑇𝑋,𝑌 :=
⋃
𝑡 ∈Ob(Σ𝑋 ) 𝐻𝑋,𝑌 (𝑡)

for the equivalence relation ∼ such that (𝑡, 𝑓 ) ∼ (𝑡 ′, 𝑓 ′) ⇔ there exist (𝑍 ′′ 𝑡 ′′−−→ 𝑋 ) ∈
Ob(Σ𝑋 ) and morphisms 𝑔/𝑋 : 𝑡 ′′ → 𝑡 and 𝑔′/𝑋 : 𝑡 ′′ → 𝑡 ′ of Σ𝑋 such that 𝑓 ◦ 𝑔 = 𝑓 ′ ◦ 𝑔′.
Let us then define a wide category D such that Ob(D) = Ob(C ), and

D (𝑋,𝑌 ) := [𝑋,𝑌 ]𝑟 ∀𝑋,𝑌 ∈ Ob(C ).

The composition law of D is as follows. Let 𝐴, 𝐵,𝐶 ∈ Ob(C ), (𝐵
𝑓
←− 𝐼 𝑠−→ 𝐴) ∈ 𝑇𝐴,𝐵 and

(𝐶
𝑔
←− 𝐽 𝑡−→ 𝐵) ∈ 𝑇𝐵,𝐶 ; by (CF3) we may find 𝐾

𝜏−→ 𝐼 in Σ and 𝐾
𝜙
−→ 𝐽 in C with 𝑓 ◦𝜏 = 𝑡 ◦𝜙 ,

so that we get the commutative diagram :

𝐾
𝜙

}}
𝜏

!!
𝐶 𝐽

𝑔oo 𝑡 // 𝐵 𝐼
𝑓oo 𝑠 // 𝐴

where 𝑠 ◦ 𝜏 ∈ Σ, by (CF2), and we set :

(𝑡, 𝑔) ◦ (𝑠, 𝑓 ) := [𝑠 ◦ 𝜏, 𝑔 ◦ 𝜙]𝑟 ∈ [𝐴,𝐶]𝑟 .

Claim 1.12.5. The class (𝑡, 𝑔) ◦ (𝑠, 𝑓 ) does not depend on the choices of 𝐾, 𝜏 and 𝜙 , and
depends only on the classes [𝑠, 𝑓 ]𝑟 and [𝑡, 𝑔]𝑟 .

Proof : Indeed, suppose that 𝐾 ′
𝜏 ′−→ 𝐼 is another element of Σ and 𝐾 ′

𝜙 ′

−→ 𝐽 is another
morphism of C such that 𝑓 ◦𝜏 ′ = 𝑡 ◦𝜙 ′. By (CF3), there exist 𝐾 ′′ ℎ−→ 𝐾 in Σ and 𝐾 ′′

ℎ′−→ 𝐾 ′

in C with 𝜏 ◦ ℎ = 𝜏 ′ ◦ ℎ′, whence :
𝑡 ◦ 𝜙 ◦ ℎ = 𝑓 ◦ 𝜏 ◦ ℎ = 𝑓 ◦ 𝜏 ′ ◦ ℎ′ = 𝑡 ◦ 𝜙 ′ ◦ ℎ′ .

Then, by (CF4) there exists 𝐾 ′′′
𝑢−→ 𝐾 ′′ in Σ such that 𝜙 ◦ ℎ ◦𝑢 = 𝜙 ′ ◦ ℎ′ ◦𝑢. By (CF2), we

may then replace 𝐾 ′′ by 𝐾 ′′′ and ℎ, ℎ′ with ℎ ◦ 𝑢 and respectively ℎ′ ◦ 𝑢, after which we
may assume as well that 𝜙 ′ ◦ ℎ′ = 𝜙 ◦ ℎ. Finally, we find :

[𝑠 ◦ 𝜏, 𝑔 ◦ 𝜙]𝑟 = [𝑠 ◦ 𝜏 ◦ ℎ,𝑔 ◦ 𝜙 ◦ ℎ]𝑟 = [𝑠 ◦ 𝜏 ′ ◦ ℎ′, 𝑔 ◦ 𝜙 ′ ◦ ℎ′]𝑟 = [𝑠 ◦ 𝜏 ′, 𝑔 ◦ 𝜙 ′]𝑟
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as required. Next, let us check that [𝑠◦𝜏, 𝑔◦𝜙]𝑟 depends only on [𝑠, 𝑓 ]𝑟 and [𝑡, 𝑔]𝑟 ; indeed,
let 𝐼 ′

𝑢−→ 𝐼 be any morphism of C such that 𝑠 ◦ 𝑢 ∈ Σ, and set (𝑠′, 𝑓 ′) := (𝑠 ◦ 𝑢, 𝑓 ◦ 𝑢).
Suppose also that 𝑓 ′ ◦ 𝜇 = 𝑡 ◦ 𝜙 ′ for some 𝐾 ′

𝜇
−→ 𝐼 ′ in Σ and 𝐾 ′

𝜙 ′

−→ 𝐽 in C ; we need to
show that [𝑠′ ◦ 𝜇, 𝑔 ◦ 𝜙 ′]𝑟 = [𝑠 ◦ 𝜏, 𝑔 ◦ 𝜙]𝑟 . However, by (CF3) we find 𝐾 ′′

𝑙−→ 𝐾 in C and
𝐾 ′′

𝑙 ′−→ 𝐾 ′ in Σ such that𝑢 ◦ 𝜇 ◦𝑙 ′ = 𝜏 ◦𝑙 ; hence, 𝑡 ◦𝜙 ′ ◦𝑙 ′ = 𝑓 ◦𝑢 ◦𝜇 ◦𝑙 ′ = 𝑓 ◦𝜏 ◦𝑙 = 𝑡 ◦𝜙 ◦𝑙 ,
so that, by (CF4) there exists 𝐾 ′′′

𝑙 ′′−→ 𝐾 ′′ in Σ such that 𝜙 ′ ◦ 𝑙 ′ ◦ 𝑙 ′′ = 𝜙 ◦ 𝑙 ◦ 𝑙 ′′. Since
[𝑠′ ◦ 𝜇, 𝑔 ◦ 𝜙 ′]𝑟 = [𝑠′ ◦ 𝜇 ◦ 𝑙 ′ ◦ 𝑙 ′′, 𝑔 ◦ 𝜙 ′ ◦ 𝑙 ′ ◦ 𝑙 ′′]𝑟 , we may then replace 𝐾 ′, 𝜇 and 𝜙
respectively by 𝐾 ′′′, 𝜇 ◦ 𝑙 ′ ◦ 𝑙 ′′ and 𝜙 ′ ◦ 𝑙 ′ ◦ 𝑙 ′′; then we get the commutative diagram :

𝐾 ′
𝜇 //

𝑢′
��

𝐼 ′

𝑢
��

𝑠′

""
𝐾

𝜏 //

𝜙
��

𝐼
𝑠 //

𝑓
��

𝐴

𝐶 𝐽
𝑔oo 𝑡 // 𝐵

with𝑢′ := 𝑙 ◦𝑙 ′′ and𝜙 ′ = 𝜙 ◦𝑢′, whence [𝑠′◦𝜇, 𝑔◦𝜙 ′]𝑟 = [𝑠◦𝜏 ◦𝑢′, 𝑔◦𝜙 ◦𝑢′]𝑟 = [𝑠◦𝜏, 𝑔◦𝜙]𝑟
as required. Similarly, we check the independence on the representative for [𝑡, 𝑔]𝑟 : let
𝑣 : 𝐽 ′ → 𝐽 be a morphism of C such that 𝑡 ◦ 𝑣 ∈ Σ, let us set (𝑡 ′, 𝑔′) := (𝑡 ◦ 𝑣, 𝑔 ◦ 𝑣), and
pick also, by (CF3), 𝜇 : 𝐾 ′ → 𝐼 in Σ and 𝜙 ′ : 𝐾 ′ → 𝐽 ′ in C such that 𝑓 ◦ 𝜇 = 𝑡 ′ ◦ 𝜙 ′;
we need to show that [𝑠 ◦ 𝜇, 𝑔′ ◦ 𝜙 ′]𝑟 = [𝑠 ◦ 𝜏, 𝑔 ◦ 𝜙]𝑟 . To this aim, we apply again
(CF3) to find 𝑙 : 𝐾 ′′ → 𝐾 in C and 𝑙 ′ : 𝐾 ′′ → 𝐾 ′ in Σ such that 𝜇 ◦ 𝑙 ′ = 𝜏 ◦ 𝑙 ; it
follows that 𝑡 ◦ 𝑣 ◦ 𝜙 ′ ◦ 𝑙 ′ = 𝑓 ◦ 𝜇 ◦ 𝑙 ′ = 𝑓 ◦ 𝜏 ◦ 𝑙 = 𝑡 ◦ 𝜙 ◦ 𝑙 , so by (CF4) there exists
𝑙 ′′ : 𝐾 ′′′ → 𝐾 ′′ such that 𝑣 ◦ 𝜙 ′ ◦ 𝑙 ′ ◦ 𝑙 ′′ = 𝜙 ◦ 𝑙 ◦ 𝑙 ′′. Set 𝑣 ′ := 𝑙 ◦ 𝑙 ′′ and 𝑣 ′′ := 𝑙 ′ ◦ 𝑙 ′′; then
[𝑠 ◦𝜇, 𝑔′ ◦𝜙 ′]𝑟 = [𝑠 ◦𝜇 ◦𝑣 ′′, 𝑔′ ◦𝜙 ′ ◦𝑣 ′′]𝑟 and [𝑠 ◦𝜏, 𝑔◦𝜙]𝑟 = [𝑠 ◦𝜏 ◦𝑣 ′, 𝑔◦𝜙 ◦𝑣 ′]𝑟 , and on the
other handwe have 𝑠◦𝜇◦𝑣 ′′ = 𝑠◦𝜏◦𝑙◦𝑙 ′′ = 𝑠◦𝜏◦𝑣 ′ and𝑔′◦𝜙 ′◦𝑣 ′′ = 𝑔◦𝑣◦𝜙 ′◦𝑙 ′◦𝑙 ′′ = 𝑔◦𝜙◦𝑣 ′,
whence the claim. 3

By virtue of claim 1.12.5, for every [𝑠, 𝑓 ]𝑟 and [𝑡, 𝑔]𝑟 as in the foregoing, we may set
[𝑡, 𝑔]𝑟 ◦ [𝑠, 𝑓 ]𝑟 := (𝑡, 𝑔) ◦ (𝑠, 𝑓 ).

Next, in light of (CF1) we have [1𝐴, 1𝐴] ∈ [𝐴,𝐴]𝑟 for every 𝐴 ∈ Ob(C ), and obviously
[1𝐴, 1𝐴]𝑟 ◦ [𝑠, 𝑓 ]𝑟 = [𝑠, 𝑓 ]𝑟 = [𝑠, 𝑓 ]𝑟 ◦ [1𝐵, 1𝐵]𝑟 for all 𝐴, 𝐵 ∈ Ob(C ) and all [𝑠, 𝑓 ]𝑟 ∈
[𝐵,𝐴]𝑟 . Thus, it remains only to check the associativity of the composition law thus

obtained. To this aim, say that 𝐴, 𝐵,𝐶, 𝐷 ∈ Ob(C ) are any four objects, and (𝐵
𝑓
←− 𝐼 𝑠−→

𝐴) ∈ 𝑇𝐴,𝐵 , (𝐶
𝑔
←− 𝐽

𝑡−→ 𝐵) ∈ 𝑇𝐵,𝐶 , (𝐷
ℎ←− 𝐾 𝑢−→ 𝐶) ∈ 𝑇𝐶,𝐷 . Choose 𝐿 ∈ Ob(C ) with an

element 𝐿
𝜏−→ 𝐼 of Σ and a morphism 𝐿

𝜙
−→ 𝐽 of C with 𝑓 ◦𝜏 = 𝑡 ◦𝜙 , so that [𝑡, 𝑔]𝑟 ◦ [𝑠, 𝑓 ]𝑟 =

[𝑠 ◦𝜏, 𝑔 ◦𝜙]𝑟 . Then, choose𝑀 ∈ Ob(C ),𝑀
𝜈−→ 𝐽 in Σ and𝑀

𝜓
−→ 𝐾 in C with 𝑔 ◦𝜈 = 𝑢 ◦𝜓 ,

so that [𝑢,ℎ]𝑟 ◦ [𝑡, 𝑔]𝑟 = [𝑡 ◦ 𝜈, ℎ ◦𝜓 ]𝑟 . By (CF3) we may find 𝑁 ∈ Ob(C ), 𝑁
𝜇
−→ 𝐿 in Σ

and 𝑁
𝜆−→ 𝑀 in C such that 𝜙 ◦ 𝜇 = 𝜈 ◦ 𝜆; summing up, we get the commutative diagram :

𝑁
𝜆

{{
𝜇

""
𝑀

𝜓

||
𝜈

""

𝐿
𝜙

||
𝜏

!!
𝐷 𝐾

ℎoo 𝑢 // 𝐶 𝐽
𝑔oo 𝑡 // 𝐵 𝐼

𝑓oo 𝑠 // 𝐴.
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By (CF2), 𝜏 ◦𝜇 lies in Σ, and then it is easily seen that the pair (𝑠 ◦𝜏 ◦𝜇, ℎ◦𝜓 ◦𝜆) represents
both [𝑡 ◦ 𝜈, ℎ ◦𝜓 ]𝑟 ◦ [𝑠, 𝑓 ]𝑟 and [𝑢,ℎ]𝑟 ◦ [𝑠 ◦ 𝜏, 𝑔 ◦ 𝜙]𝑟 , whence the assertion.

Next, we have a functor 𝛾 : C → D that is the identity on objects, and such that
𝛾 (𝑓 ) := [1𝑋 , 𝑓 ]𝑟 for every morphism 𝑓 : 𝑋 → 𝑌 of C . Notice that [1𝑍 , 𝑡]𝑟 ◦ [𝑡, 1𝑍 ]𝑟 =

[𝑡, 𝑡]𝑟 = [1𝑋 , 1𝑋 ]𝑟 and [𝑡, 1𝑍 ]𝑟 ◦ [1𝑍 , 𝑡]𝑟 = [1𝑍 , 1𝑍 ]𝑟 for every (𝑍
𝑡−→ 𝑋 ) ∈ Σ, so 𝛾 (𝑡) is an

isomorphism for every such 𝑡 . Lastly, let 𝐹 : C → C ′ be any functor of wide categories
such that 𝐹𝑡 is an isomorphism of C ′ for every 𝑡 ∈ Σ; we set

𝐹 (𝑡, 𝑓 ) := 𝐹 𝑓 ◦ (𝐹𝑡)−1 : 𝐹𝑋 → 𝐹𝑌 ∀𝑋,𝑌 ∈ Ob(C ),∀(𝑡, 𝑓 ) ∈ 𝑇𝑋,𝑌 .

Claim 1.12.6. 𝐹 (𝑡, 𝑓 ) depends only on the class [𝑡, 𝑓 ]𝑟 of (𝑡, 𝑓 ).

Proof : Indeed, say that [𝑡, 𝑓 ]𝑟 = [𝑡 ′, 𝑓 ′]𝑟 , for some (𝑍 𝑡−→ 𝑋 ), (𝑍 ′ 𝑡 ′−→ 𝑋 ) ∈ Σ; then there
exists (𝑍 ′′ 𝑡

′′
−−→ 𝑋 ) ∈ Σ with morphisms 𝑔/𝑋 : 𝑡 ′′ → 𝑡 and 𝑔′/𝑋 : 𝑡 ′′ → 𝑡 ′ of Σ𝑋 such that

𝑓 ◦𝑔 = 𝑓 ′ ◦𝑔′, and notice that 𝐹𝑔 = (𝐹𝑡)−1 ◦ 𝐹𝑡 ′′ and 𝐹𝑔′ = (𝐹𝑡 ′)−1 ◦ 𝐹𝑡 ′′ in C ′. It follows
easily that 𝐹 (𝑡, 𝑓 ) = 𝐹 (𝑓 ◦ 𝑔, 𝑡 ′′) = 𝐹 (𝑓 ′ ◦ 𝑔′, 𝑡 ′′) = 𝐹 (𝑓 ′, 𝑡 ′), whence the assertion. 3

In view of claim 1.12.6, we may set

𝐹 [𝑡, 𝑓 ]𝑟 := 𝐹 (𝑡, 𝑓 ) ∀𝐴, 𝐵 ∈ Ob(D),∀[𝑡, 𝑓 ]𝑟 ∈ D (𝐴, 𝐵) .

We claim that the system of maps thus obtained yelds a well-defined functor 𝐹 : D → C ′

with 𝐹𝑋 := 𝐹𝑋 for every 𝑋 ∈ Ob(D). Indeed, obviously 𝐹 [1𝑋 , 1𝑋 ]𝑟 = 1𝐹𝑋 for every
𝑋 ∈ Ob(D), so it remains only to check that 𝐹 ( [𝑡, 𝑔]𝑟 ◦ [𝑠, 𝑓 ]𝑟 ) = 𝐹 [𝑡, 𝑔]𝑟 ◦ 𝐹 [𝑠, 𝑓 ]𝑟 for
every 𝐴, 𝐵,𝐶 ∈ Ob(D), every (𝐵

𝑓
←− 𝐼 𝑠−→ 𝐴) ∈ 𝑇𝐴,𝐵 , and every (𝐶

𝑔
←− 𝐽 𝑡−→ 𝐵) ∈ 𝑇𝐵,𝐶 . Then,

pick𝐾
𝜏−→ 𝐼 in Σ and𝐾

𝜙
−→ 𝐽 inC with 𝑓 ◦𝜏 = 𝑡◦𝜙 , and notice that (𝐹𝑡)−1◦𝐹 𝑓 = 𝐹𝜙◦(𝐹𝜏)−1

in C ′; consequently, 𝐹 [𝑠 ◦𝜏, 𝑔◦𝜙]𝑟 = 𝐹𝑔◦𝐹𝜙 ◦ (𝐹𝜏)−1 ◦ (𝐹𝑠)−1 = 𝐹𝑔◦ (𝐹𝑡)−1 ◦𝐹 𝑓 ◦ (𝐹𝑠)−1,
whence the sought identity. Clearly 𝐹 = 𝐹 ◦ 𝛾 , and since [𝑡, 𝑓 ]𝑟 = 𝛾 (𝑓 ) ◦ 𝛾 (𝑡)−1 for every
morphism [𝑡, 𝑓 ]𝑟 of D , it is easily seen that any functor𝐺 : D → C ′ such that 𝐹 = 𝐺 ◦ 𝛾
must coincide with 𝐹 . This shows that (D, 𝛾) is a wide localization ofC along Σ; assertion
(ii) is then clear from the construction of D . □

Remark 1.12.7. (i) In the situation of proposition 1.12.4, if both C and C ⟨Σ−1⟩ are cat-
egories, then we know that (C ⟨Σ−1⟩, 𝛾) also represents the localization of C along Σ
(remark 1.11.5(i)); the latter holds in particular, whenever Σ ⊂ Mor(C ) is right cofinally
small (see example 1.8.3(v)). The proposition then says that every morphism 𝑋 → 𝑌 of

C [Σ−1] is the class [𝑡, 𝑓 ]𝑟 of some pair (𝑋 𝑡←− 𝑍
𝑓
−→ 𝑌 ) with 𝑡 ∈ Ob(Σ𝑋 ), and the local-

ization 𝛾 : C → C [Σ−1] is the identity on objects, and maps every morphism 𝑓 : 𝑋 → 𝑌

of C to [1𝑋 , 𝑓 ]𝑟 . Then [𝑡, 𝑓 ]𝑟 = 𝛾 (𝑓 ) ◦ 𝛾 (𝑡)−1, which we may shorten as 𝑓 ◦ 𝑡−1, by a
tolerable abuse of notation; this exhibits the morphisms of C [Σ−1] as right fractions, with
denominators in Σ.

(ii) The dual of proposition 1.12.4 provides a corresponding computation of the mor-
phisms in C ⟨Σ−1⟩ in terms of left fractions. Namely, suppose that Σ admits a left calculus
of fractions; for every 𝑌 ∈ Ob(C ) we let Σ𝑌 := (Σop)op

𝑌
, i.e. Σ𝑌 is the full wide subcate-

gory of 𝑌/C whose objects are the elements of Σ with source equal to 𝑌 . By the dual of
proposition 1.12.4(i), Σ𝑌 is a filtered wide category. For every 𝑋,𝑌 ∈ Ob(C ) we consider
the functor

𝐻𝑋,𝑌 : Σ𝑌 → Set (𝑌 𝑡−→ 𝑍 ) ↦→ {𝑡} × C (𝑋,𝑍 )
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that assigns to every morphism 𝑋/ℎ : (𝑋 𝑡−→ 𝑍 ) → (𝑋 ℎ◦𝑡−−→ 𝑍 ′) of Σ𝑋 the map

𝐻𝑋,𝑌 (ℎ) : 𝐻𝑋,𝑌 (𝑡) → 𝐻𝑋,𝑌 (ℎ ◦ 𝑡) (𝑓 , 𝑡) ↦→ (ℎ ◦ 𝑓 , ℎ ◦ 𝑡).

We denote the global colimit of 𝐻𝑋,𝑌 by [𝑋,𝑌 ]𝑙 . Then we have natural identifications :

[𝑋,𝑌 ]𝑙 ∼−→ C ⟨Σ−1⟩(𝛾𝑋,𝛾𝑌 ) ∀𝑋,𝑌 ∈ Ob(C ).

So, every morphism 𝑋 → 𝑌 of C [Σ−1] is the class [𝑓 , 𝑡]𝑙 of a pair (𝑋
𝑓
−→ 𝑍

𝑡←− 𝑌 ) with
𝑡 ∈ Ob(Σ𝑌 ), and may regarded as the left fraction 𝑡−1 ◦ 𝑓 . If C and C ⟨Σ−1⟩ are categories
(especially, if Σ is left cofinally small, i.e. if Σ𝑌 is cofinally small for every 𝑌 ∈ Ob(C )),
then (C ⟨Σ−1⟩, 𝛾) is also a localization of C along Σ.
(iii) In case the class Σ admits both a left and a right calculus of fractions, we have

then two different constructions of the wide localization C ⟨Σ−1⟩, which must therefore
produce isomorphic wide categories (remark 1.11.5(i)), i.e. we get natural bijections :

[𝑋,𝑌 ]𝑟 ∼−→ [𝑋,𝑌 ]𝑙 ∀𝑋,𝑌 ∈ Ob(C )

compatible with the respective composition laws. Explicitly, for every pair (𝑡, 𝑓 ) with
(𝑡 : 𝑍 → 𝑋 ) ∈ Σ and 𝑓 ∈ C (𝑍,𝑌 ), the left calculus of fractions ensures the existence of
(𝑠 : 𝑌 →𝑊 ) ∈ Σ and 𝑔 ∈ C (𝑋,𝑊 ) with 𝑠 ◦ 𝑓 = 𝑔 ◦ 𝑡 , and the foregoing bijection is given
by the rule : [𝑡, 𝑓 ]𝑟 ↦→ [𝑠, 𝑔]𝑙 . The inverse map is obtained likewise, by invoking the right
calculus of fractions for Σ (details left to the reader).

Example 1.12.8. In the situation of proposition 1.11.6, suppose that 𝐺 is a right (resp.
left) adjoint to 𝐹 : C → D . Then Σ𝐹 admits a left (resp. right) calculus of fraction, by
example 1.12.2, andwe claim that [𝑋,𝑌 ]𝑙 (resp. [𝑋,𝑌 ]𝑟 ) is a set for every𝑋,𝑌 ∈ Ob(C ), so
the morphisms of C [Σ−1

𝐹
] are the left (resp. right) fractions, as detailed in remark 1.12.7.

For the proof, we may assume that 𝐺 is left adjoint to 𝐹 ; recall that 𝐹 factors through an
equivalence 𝐹 : C [Σ−1

𝐹
] ∼−→ D , inducing, for every 𝑋,𝑌 ∈ Ob(C ), a map :

[𝑋,𝑌 ]𝑟 → D (𝐹𝑋, 𝐹𝑌 ) [𝑡, 𝑓 ]𝑟 ↦→ 𝐹 𝑓 ◦ (𝐹𝑡)−1

so it suffices to check that every suchmap is injective. Hence, let [𝑡, 𝑓 ]𝑟 , [𝑡 ′, 𝑓 ′] 𝑓 ∈ [𝑋,𝑌 ]𝑟
with 𝐹 𝑓 ◦(𝐹𝑡)−1 = 𝐹 𝑓 ′◦(𝐹𝑡 ′)−1; since (Σ𝐹 )𝑋 is a cofiltered category (proposition 1.12.4(i)),
we may assume that 𝑡 = 𝑡 ′ : 𝑍 → 𝑋 , in which case 𝐹 𝑓 = 𝐹 𝑓 ′. Now, let (𝜂•, 𝜀•) be the unit
and counit of an adjunction for the pair (𝐺, 𝐹 ), and recall that 𝜂• is an isomorphism ([13,
Prop.2.16(iii)]); we get

𝑓 ◦ 𝜀𝑍 = 𝜀𝑌 ◦𝐺𝐹 𝑓 = 𝜀𝑌 ◦𝐺𝐹 𝑓 ′ = 𝑓 ′ ◦ 𝜀𝑍 .

On the other hand, 𝐹 (𝜀𝑍 ) is an isomorphism of D , by the triangular identities for (𝜂•, 𝜀•)
([13, Prob.2.13(ii)]), i.e. 𝜀𝑍 ∈ Σ𝐹 , and then [𝑡, 𝑓 ]𝑟 = [𝑡 ◦ 𝜀𝑍 , 𝑓 ◦ 𝜀𝑍 ]𝑟 = [𝑡 ◦ 𝜀𝑍 , 𝑓 ′ ◦ 𝜀𝑍 ]𝑟 =
[𝑡, 𝑓 ′]𝑟 , as required.

Corollary 1.12.9. (i) In the situation of proposition 1.12.4, suppose that C is a finitely
complete category and that [𝑋,𝑌 ]𝑟 is a set for every 𝑋,𝑌 ∈ Ob(C ). Then C [Σ−1] is finitely
complete, and the localization 𝛾 : C → C [Σ−1] is left exact.

(ii) Dually, let C be a finitely cocomplete category, Σ ⊂ Mor(C ) a subclass admitting
a left calculus of fractions, and suppose that [𝑋,𝑌 ]𝑙 is a set for every 𝑋,𝑌 ∈ Ob(C ). Then
C [Σ−1] is finitely cocomplete and the localization 𝛾 : C → C [Σ−1] is right exact.
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Proof. By duality, it suffices to check (i). Hence, let 𝐹 : 𝐼 → C be a functor from a finite
category 𝐼 , and pick a universal cone 𝜀• := (𝜀𝑖 : 𝐿 → 𝐹𝑖 | 𝑖 ∈ Ob(𝐼 )). we need to check
𝛾 ★ 𝜀• is still universal, i.e. that every 𝑋 ∈ Ob(C ) induces a bijection :

(∗) C [Σ−1] (𝑋, 𝐿) ∼−→ lim
𝐼

C [Σ−1] (𝑋, 𝐹 )

where C [Σ−1] (𝑋, 𝐹 ) : 𝐼 → Set is the induced functor such that 𝑖 ↦→ C [Σ−1] (𝑋, 𝐹𝑖) for
every 𝑖 ∈ Ob(𝐼 ). However, remark 1.12.7(i) identifies (∗) with the natural map

(∗∗) colim
Σ
op
𝑋

𝐻𝑋,𝐿 → lim
𝐼
colim
Σ
op
𝑋

𝐺••

where 𝐺•• : 𝐼 × Σ
op
𝑋
→ Set is the functor such that (𝑖, 𝑡) ↦→ 𝐺𝑡,𝑖 := {𝑡} × C (𝑍, 𝐹𝑖) for

every (𝑡 : 𝑍 → 𝑋 ) ∈ Σ𝑋 and every 𝑖 ∈ Ob(𝐼 ), and we denote by colimΣ
op
𝑋
𝐺 : 𝐼 → Set the

functor that assigns to every 𝑖 ∈ Ob(𝐼 ) the (global) colimit of the functor𝐺•,𝑖 : Σ
op
𝑋
→ Set

given by the rule : 𝑡 ↦→ 𝐺𝑡,𝑖 for every 𝑡 ∈ Σ𝑋 . Notice that for every such 𝑡 , the set 𝐻𝑋,𝐿 (𝑡)
is in turns naturally identified – via the universal cone 𝜀• – with the limit of the functor
𝐺𝑡,• : 𝐼 → Set such that 𝑖 ↦→ 𝐺𝑡,𝑖 for every 𝑖 ∈ Ob(𝐼 ), so we may regard (∗∗) as a map

𝜏 : colim
Σ
op
𝑋

lim
𝐼
𝐺•• → lim

𝐼
colim
Σ
op
𝑋

𝐺••.

A direct inspection shows that 𝜏 is precisely the map exhibited in remark 1.3.8(iii), which
is therefore a bijection, since 𝐼 is finite and Σ

op
𝑋

is filtered (proposition 1.12.4(i)).
Next, to show that C [Σ−1] is finitely complete, it suffices to prove that the product

of every finite family 𝑋• := (𝑋𝑖 | 𝑖 ∈ 𝐼 ) of objects of C [Σ−1] is representable in C [Σ−1],
and that every pair of morphisms 𝜙,𝜓 : 𝑋 → 𝑌 of C [Σ−1] admits an equalizer ([13,
Prop.2.40]). However, since 𝛾 is an identity map on objects, and since we have just shown
that𝛾 preserves finite products, it is clear that the product inC of the family𝑋• is also the
product of 𝑋• in C [Σ−1]. Lastly, by construction we have (𝑡 : 𝑍 → 𝑋 ), (𝑡 ′ : 𝑍 ′ → 𝑋 ) ∈ Σ
and 𝑓 ∈ C (𝑍,𝑋 ), 𝑔 ∈ C (𝑍 ′, 𝑋 ) such that 𝛾 (𝑓 ) = 𝜙 ◦ 𝛾 (𝑡) and 𝛾 (𝑔) = 𝜓 ◦ 𝛾 (𝑡 ′); then,
since Σ𝑋 is cofiltered (proposition 1.12.4(i)), we find (𝑡 ′′ : 𝑍 ′′ → 𝑋 ) ∈ Σ with morphisms
𝑠/𝑋 : 𝑡 ′′ → 𝑡 and 𝑠′/𝑋 : 𝑡 ′′ → 𝑡 ′ of Σ𝑋 . Set 𝑓 ′ := 𝑓 ◦ 𝑠 and 𝑔′ := 𝑔 ◦ 𝑠 , and let ℎ : 𝐸 → 𝑍 ′′

be the equalizer of 𝑓 ′ and 𝑔′ in C ; by the foregoing, 𝛾 (ℎ) is the equalizer of 𝛾 (𝑓 ′) and
𝛾 (𝑔′) in C [Σ−1], and since 𝛾 (𝑓 ′) = 𝜙 ◦ 𝛾 (𝑡 ′′) and 𝛾 (𝑔′) = 𝜓 ◦ 𝛾 (𝑡 ′′), it follows easily that
𝛾 (𝑡 ′′ ◦ ℎ) : 𝐸 → 𝑋 is the equalizer of 𝜙 and𝜓 in C [Σ−1]. □

Corollary 1.12.10. (i) Let C be a pre-additive category, Σ ⊂ Mor(C ) a subclass that
admits a right (resp. left) calculus of fractions and suppose that [𝑋,𝑌 ]𝑟 (resp. [𝑋,𝑌 ]𝑙 ) is a set
for every𝑋,𝑌 ∈ Ob(C ). ThenC [Σ−1] is pre-additive, and the localization𝛾 : C → C [Σ−1]
is an additive functor (see [13, Def.2.71]).

(ii) If moreover, C is an additive category, the same holds for C [Σ−1] (see [13, Def.2.80]).
(iii) Let A be an abelian category, and Σ ⊂ Mor(A ) a subclass that admits both a right

and a left calculus of fractions, and such that [𝐴, 𝐵]𝑟 is a set for every𝐴, 𝐵 ∈ Ob(A ) (so the
same holds also for [𝐴, 𝐵]𝑙 , by remark 1.12.7(iii)). Then A [Σ−1] is an abelian category, and
the localization 𝛾 : A → A [Σ−1] is an exact additive functor.

Proof. (i): By [13, Rem.2.72(i)], C is pre-additive if and only if the same holds for C op,
and 𝛾 is additive if and only if the same holds for 𝛾op, so we may assume that Σ admits a
right calculus of fractions; then, by the pre-additive structure on C , it is easily seen that
each functor 𝐻𝑋,𝑌 is the composition of a functor

H𝑋,𝑌 : Σop
𝑋
→ Z −Mod
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and the forgetful functor Φ : Z−Mod→ Set from abelian groups to sets. Moreover, since
Φ preserves filtered colimits, C [Σ−1] (𝑋,𝑌 ) inherits an abelian group structure, and the
universal co-cone 𝐻𝑋,𝑌 ⇒ 𝑐 [𝑋,𝑌 ]𝑟 upgrades to a universal co-cone

𝜏𝑋,𝑌• : H𝑋,𝑌 ⇒ 𝑐C [Σ−1 ] (𝑋,𝑌 ) .

A simple inspection shows that 𝛾 induces group homorphisms C (𝑋,𝑌 ) → C [Σ−1] (𝑋,𝑌 )
for every 𝑋,𝑌 ∈ Ob(C ), so it remains only to check that the composition maps

C [Σ−1] (𝐴, 𝐵) × C [Σ−1] (𝐵,𝐶) → C [Σ−1] (𝐴,𝐶)
are Z-bilinear, for every𝐴, 𝐵,𝐶 ∈ Ob(C ). To this aim, let𝜙, 𝜙 ′ : 𝐴⇒ 𝐵 be twomorphisms
of C [Σ−1]; by proposition 1.12.4(i) we may assume that there exists 𝑡 : 𝑍 → 𝐴 in Σ and
𝑓 , 𝑓 ′ ∈ C (𝑍, 𝐵) such that 𝜙 and 𝜙 ′ are the classes [𝑡, 𝑓 ]𝑟 and respectively [𝑡, 𝑓 ′]𝑟 of the
pairs (𝑡, 𝑓 ), (𝑡, 𝑓 ′) ∈ H𝐴,𝐵 (𝑡), and then 𝜙 +𝜙 ′ = [𝑡, 𝑓 + 𝑓 ′]𝑟 . Let also𝜓 : 𝐵 → 𝐶 be another
morphism of C [Σ−1] with𝜓 = [𝑡 ′, 𝑔] for some 𝑡 ′ : 𝑍 ′ → 𝐵 in Σ and 𝑔 ∈ C (𝑍 ′, 𝐵); we pick
𝑠 : 𝑈 → 𝑍 in Σ and ℎ ∈ C (𝑈 ,𝑍 ′) with 𝑓 ◦ 𝑠 = 𝑡 ′ ◦ℎ, so that𝜓 ◦𝜙 = [𝑡 ◦ 𝑠, 𝑔 ◦ℎ]𝑟 : 𝐴→ 𝐶 ,
and likewise we pick 𝑠′ : 𝑈 ′ → 𝑍 in Σ and ℎ′ ∈ C (𝑈 ′, 𝑍 ′) with 𝑓 ′ ◦ 𝑠′ = 𝑡 ′ ◦ ℎ′, so that
𝜓 ◦ 𝜙 ′ = [𝑡 ◦ 𝑠′, 𝑔 ◦ ℎ′]𝑟 : 𝐴 → 𝐶 . Invoking again proposition 1.12.4(i), we then find
𝑠′′ : 𝑈 ′′ → 𝑍 in Σ and 𝑣 ∈ C (𝑈 ′′,𝑈 ), 𝑣 ∈ C (𝑈 ′′,𝑈 ′) with 𝑠 ◦ 𝑣 = 𝑠′′ = 𝑠′ ◦ 𝑣 ′; then
(𝑓 + 𝑓 ′) ◦ 𝑠′′ = 𝑡 ′ ◦ (ℎ ◦ 𝑣 +ℎ′ ◦ 𝑣 ′), so that𝜓 ◦ (𝜙 +𝜙 ′) = [𝑡 ◦ 𝑠′′, 𝑔 ◦ (ℎ ◦ 𝑣 +ℎ′ ◦ 𝑣 ′)]𝑟 . On
the other hand, we have :

𝜓◦𝜙 = [𝑡◦𝑠◦𝑣, 𝑔◦ℎ◦𝑣]𝑟 = [𝑡◦𝑠′′, 𝑔◦ℎ◦𝑣]𝑟 𝜓◦𝜙 ′ = [𝑡◦𝑠′◦𝑣 ′, 𝑔◦ℎ′◦𝑣 ′]𝑟 = [𝑡◦𝑠′′, 𝑔◦ℎ′◦𝑣 ′]𝑟
whence 𝜓 ◦ (𝜙 + 𝜙 ′) = 𝜓 ◦ 𝜙 +𝜓 + 𝜙 ′. Likewise, if 𝜓 ′ : 𝐵 → 𝐶 is another morphism of
C [Σ−1] one checks that (𝜓 +𝜓 ′) ◦ 𝜙 = 𝜓 ◦ 𝜙 +𝜓 ′ ◦ 𝜙 , whence the assertion.

(ii): Indeed, we know by (i) thatC [Σ−1] is preadditive, and the proof of corollary 1.12.9
shows that all biproducts are representable in C [Σ−1]. Hence, it remains only to check
that C [Σ−1] admits a zero object; but recall that an object of a pre-additive category is
initial if and only if it is final ([13, Rem.2.72(ii)]), and 𝛾 preserves either initial objects or
final objects, by corollary 1.12.9 and remark 1.1.11(ii), whence the assertion.

(iii): Indeed, since A is finitely complete and finitely cocomplete ([13, Th.2.89(ii)]), the
same holds for A [Σ−1], and 𝛾 is exact, by corollary 1.12.9; moreover, we know already
that A [Σ−1] is additive and that 𝛾 is an additive functor, by (i) and (ii). Hence, it remains
only to check that every morphism 𝜙 : 𝐴→ 𝐵 of A [Σ−1] is strict. However, by construc-
tion there exists an element 𝑠 : 𝐴→ 𝑍 of Σ and 𝑓 ∈ A (𝑍, 𝐵) such that 𝜙 = 𝛾 (𝑓 ) ◦𝛾 (𝑠)−1,
so it suffices to show that 𝛾 (𝑓 ) is strict; hence, we may assume that 𝜙 = 𝛾 (𝑓 ) for some
morphism 𝑓 : 𝐴 → 𝐵 of A . But then, the exactness of 𝛾 implies that the natural mor-
phism 𝛽𝜙 : Coim(𝜙) → Im(𝜙) coincides with 𝛾 (𝛽𝑓 ), where 𝛽𝑓 : Coim(𝑓 ) → Im(𝑓 ) is the
natural morphism; the latter is an isomorphism, so the same follows for 𝛽𝜙 . □

Example 1.12.11. (i) Let A be an abelian category, and B ⊂ A a full non-empty sub-
category; we say that B is a Serre subcategory (or a thick subcategory) of A if the fol-
lowing holds. For every short exact sequence 0 → 𝐴′ → 𝐴 → 𝐴′′ → 0 of A we have
𝐴 ∈ Ob(B) ⇔ 𝐴′, 𝐴′′ ∈ Ob(A ). We say that a morphism 𝑓 of A is a B-isomorphism,
if Ker(𝑓 ),Coker(𝑓 ) ∈ Ob(B). We wish to show that the class Σ of B-isomorphisms of A
admits both a left and a right calculus of fractions.

(ii) To this aim, notice first that B is a Serre subcategory of A ⇔ Bop is a Serre
subcategory of A op, and 𝑓 is a B-isomorphism of A ⇔ 𝑓 op is a B

op-isomorphism of
A op ([13, Rem.2.69(iii), Exerc.2.101(ii)]). Hence, it suffices to check that Σ admits a right
calculus of fractions. Axiom (CF1) of definition 1.12.1(i) trivially holds, and (CF2) and
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(CF3) follow respectively from [13, Prob.2.108(i)] and [13, Prob.2.108(ii)]. Lastly, let 𝑓 , 𝑔 :
𝑋 ⇒ 𝑌 be two morphisms of A , and 𝑠 : 𝑌 → 𝑍 a B-isomorphism such that 𝑠 ◦ 𝑓 =

𝑠 ◦ 𝑔; then 𝑓 − 𝑔 is the composition of a morphism ℎ : 𝑋 → Ker(𝑠) and the inclusion
Ker(𝑠) → 𝑌 . Let 0 denote the zero object of A ; since the unique morphism 0 → Ker(𝑠)
is a B-isomorphism, the same holds for the inclusion 𝑡 : Ker(ℎ) → 𝑋 , again by [13,
Prob.2.108(ii)]. We get 𝑓 ◦ 𝑡 = 𝑔 ◦ 𝑡 , whence (CF4).
(iii) Next, for every 𝑋 ∈ Ob(A ), let Sub′A (𝑋 ) (resp. Sub′′A (𝑋 )) be the subclass of all

subobjects ( 𝑗 : 𝑋 ′ ↩→ 𝑋 ) ∈ SubA (𝑋 ) such that 𝑗 (resp. the projection 𝑝𝑋 ′ : 𝑋 → 𝑋/𝑋 ′)
is a B-isomorphism (notation of §1.8). We claim that if Sub′A (𝑋 ) ∪ Sub′′A (𝑋 ) is a set
for every 𝑋 ∈ Ob(A ), then the class [𝑋,𝑌 ]𝑟 of right fractions with denominators in Σ is
also a set, for every 𝑋,𝑌 ∈ Ob(A ); hence, in this case the localization A [Σ−1] exists,
and its morphisms 𝑋 → 𝑌 are given by the sets [𝑋,𝑌 ]𝑟 ; also the localization functor
A → A [Σ−1] is an exact additive functor, by corollary 1.12.10(iii). For the proof, let
[𝑋,𝑌 ]′𝑟 be the subclass of all [𝑡, 𝑓 ]𝑟 ∈ [𝑋,𝑌 ]𝑟 with (𝑡 : 𝑍 ↩→ 𝑋 ) ∈ Sub′A (𝑋 ), and
consider any pair 𝑋

𝑠←− 𝑍
𝑓
−→ 𝑌 of morphisms of A with 𝑠 ∈ Σ; let 𝑌 ′ → 𝑌 be the image

of the restriction Ker(𝑠) → 𝑌 of 𝑓 , and set 𝑋 ′ := Im(𝑠). We get a commutative diagram :

𝑍
𝑞

ww

𝑓

''
𝑋 𝑋 ′

𝑗oo 𝑓 // 𝑌/𝑌 ′ 𝑌
𝑝𝑌 ′oo 𝑌

where 𝑝𝑌 ′ and 𝑞 are the natural epimorphisms, 𝑗 is the natural monomorphism with
𝑗 ◦ 𝑞 = 𝑠 , and 𝑓 is induced by 𝑝𝑌 ′ ◦ 𝑓 . It follows that [𝑠, 𝑓 ]𝑟 = [𝑝𝑌 ′ , 1𝑌 ]𝑟 ◦ [ 𝑗, 𝑓 ]𝑟 in
A ⟨Σ−1⟩; hence, we get a surjection :⋃

𝑌 ′∈Sub′′A (𝑌 )
[𝑋,𝑌/𝑌 ′]′𝑟 → [𝑋,𝑌 ]𝑟 [ 𝑗, 𝑔]𝑟 ↦→ [𝑝𝑌 ′ , 1𝑌 ]𝑟 ◦ [ 𝑗, 𝑔]𝑟 .

Now, if Sub′A (𝑋 ) is a set for every𝑋 ∈ Ob(A ), the subclass [𝑋,𝑌 ]′𝑟 is also a set, for every
𝑋,𝑌 ∈ Ob(A ), and the claim follows.

(iv) In the situation of (i), the wide localization A ⟨Σ−1⟩ is called the quotient of A by
the Serre subcategory B, and it is usually denoted A /B. As a special case of (iii), we see
that if A is well-powered, then the quotient A /B is an abelian category.

Proposition 1.12.12. Let C be a category, 𝑖 : C0 → C the inclusion of a full subcategory,
Σ a subclass of Mor(C ), and set Σ0 := Σ ∩Mor(C0). Suppose that :

(a) For every 𝑋 ∈ Ob(C ), every 𝑋0 ∈ Ob(C0) and every 𝑓 ∈ C (𝑋, 𝑖𝑋0) ∩ Σ there exists
𝑌0 ∈ Ob(C0) and 𝑔 ∈ C (𝑖𝑌0, 𝑋 ) such that 𝑓 ◦ 𝑔 ∈ Σ0.

(b) Σ admits a right calculus of fractions.

Then we have :

(i) Σ0 admits a right calculus of fractions.

(ii) If Σ is right cofinally small, the localizations (C [Σ−1], 𝛾) and (C0 [Σ−10 ], 𝛾0) exist,
and 𝑖 induces a fully faithful functor

𝑖 [Σ−10 ] : C0 [Σ−10 ] → C [Σ−1] such that 𝑖 [Σ−10 ] ◦ 𝛾0 = 𝛾 ◦ 𝑖 .
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Proof. (i): Axioms (CF1) and (CF2) obviously holds for Σ0. Next, let𝑋,𝑌,𝑊 ∈ Ob(C0) and
𝑍 ∈ Ob(C ), and consider any commutative diagram of C :

𝑍
𝑔 //

𝑡
��

𝑖𝑊

𝑖 (𝑠 )
��

𝑖𝑋
𝑖 (𝑓 ) // 𝑖𝑌

with 𝑠, 𝑡 ∈ Σ.

By (a), we may then find a morphism 𝑢 : 𝑖𝑍0 → 𝑍 of C for some 𝑍0 ∈ Ob(C0), such that
𝑡 ′ := 𝑡 ◦ 𝑢 : 𝑖𝑍0 → 𝑖𝑋 lies in Σ0, 𝑔′ := 𝑔 ◦ 𝑢 : 𝑖𝑍0 → 𝑖𝑊 lies in C0 (𝑍0,𝑊 ), and clearly
𝑓 ◦ 𝑡 ′ = 𝑠 ◦ 𝑔′, whence (CF3). Lastly, let 𝑋,𝑌 ∈ Ob(C0), 𝑍 ∈ Ob(C ), and suppose that
we have 𝑓 , 𝑔 ∈ C0 (𝑋,𝑌 ) and 𝑡 : 𝑍 → 𝑖𝑋 in Σ such that 𝑖 (𝑓 ) ◦ 𝑡 = 𝑖 (𝑔) ◦ 𝑡 . Pick again
𝑢 : 𝑖𝑍0 → 𝑍 such that 𝑡 ′ := 𝑡 ◦ 𝑢 lies in Σ0; then 𝑓 ◦ 𝑡 ′ = 𝑔 ◦ 𝑡 ′, whence (CF4).

(ii): We know already that (C [Σ−1], 𝛾) exists, by remark 1.12.7(i). Lastly, for ev-
ery 𝑋 ∈ Ob(C0) (resp. for every 𝑋 ∈ Ob(C )), define the subcategory Σ0,𝑋 of C0/𝑋
(resp. the subcategory Σ𝑋 of C /𝑋 ) as in definition 1.12.1(ii); taking into account propo-
sition 1.12.4(ii), corollary 1.5.4(i) and example 1.8.3(v), in order to prove the existence of
(C0 [Σ−1], 𝛾0) and to show that 𝑖 [Σ−1] is fully faithful, it suffices to check that Σop

0,𝑋 is a co-
final subcategory of Σop

𝑖𝑋
, for every𝑋 ∈ Ob(C0). However, we know already that Σop

0,𝑋 and
Σ
op
𝑖𝑋

are filtered categories, by proposition 1.12.4(i). Then, by proposition 1.5.7(iii.a), we

are reduced to showing that for every object𝑍
𝑡−→ 𝑖𝑋 of Σ𝑖𝑋 there exists an object𝑍0

𝑡0−→ 𝑋

of Σ0,𝑋 and a morphism 𝑢/𝑋 : 𝑖 (𝑡0) → 𝑡 of Σ𝑖𝑋 . But this is precisely our condition (a). □

1.12.13. Suppose now that C is a category, and Σ ⊂ Mor(C ) is a subclass admitting a
(left or right) calculus of fraction, and such that the localization (C [Σ−1], 𝛾) exists. One
might ask whether, in such a situation, the morphisms 𝑋 → 𝑌 of C [Σ−1] are always
given by the class [𝑋,𝑌 ] of (left or right) fractions with denominators in Σ, as detailed
in remark 1.12.7(i,ii). More precisely, we do know, by virtue of remark 1.11.5(ii), that the
natural map [𝑋,𝑌 ] → C [Σ−1] (𝑋,𝑌 ) is always surjective (this can also be established
more directly from remark 1.11.3(ii)), but the injectivity of this map does not follow from
our previous results, unless we already know that [𝑋,𝑌 ] is a set for every 𝑋,𝑌 ∈ Ob(C ).
It turns out that the answer is negative, in general; indeed we have the following result,
that I have learned from O.Gabber :

Proposition 1.12.14. Let𝐺• := (𝐺𝛼 | 𝛼 ∈ Ω) be a totally ordered family of groups, indexed
by the class Ω of ordinals, with injective transition homomorphisms 𝐺𝛼 → 𝐺𝛽 for every
𝛼, 𝛽 ∈ Ω with 𝛽 ≥ 𝛼 . Suppose moreover that the wide group 𝐺 :=

⋃
𝛼∈Ω𝐺𝛼 does not admit

any non-trivial quotient groups ( i.e. for every surjective homomorphism of wide groups
𝐺 → 𝐺 ′, either 𝐺 ′ is a proper class, or else 𝐺 ′ is the trivial group 0 with one element).

We consider the category C with Ob(C ) := Ω and with

C (𝛼, 𝛽) :=
{
𝐺𝛽 if 𝛼 ≤ 𝛽
∅ if not

with composition law induced by the group laws of the groups 𝐺•, in the obvious fashion.
(i) Set Σ := Mor(C ); the wide localization (C ⟨Σ−1⟩, 𝛾) is the wide groupoid with :

Ob(C ⟨Σ−1⟩) = Ω and C ⟨Σ−1⟩(𝛼, 𝛽) = 𝐺 ∀𝛼, 𝛽 ∈ Ω.
(ii) On the other hand, the localization (C [Σ−1], 𝛾 ′) is the groupoid with :

Ob(C [Σ−1]) = Ω and C [Σ−1] (𝛼, 𝛽) = 0 ∀𝛼, 𝛽 ∈ Ω.
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(iii) Moreover, the class Σ admits a left calculus of fraction.

Proof. (iii): The duals of axioms (CF1) and (CF2) trivially hold for Σ. Next, let 𝛽
𝑔
←− 𝛼

𝑔′

−→ 𝛽 ′

be morphisms of C , and set 𝛽 ′′ := max(𝛽, 𝛽 ′); we get the commutative diagram of C :

𝛽 𝑔′•𝑔−1

''
𝛼

𝑔 77

𝑔′ ''
𝛽 ′′

𝛽 ′ 1

77

(where 1 denotes the neutral element of 𝐺𝛽 ′′ ) whence the dual of (CF3). Lastly, let 𝑔,𝑔′ ∈
C (𝛼, 𝛽) and ℎ ∈ C (𝛾, 𝛼) with 𝑔 ◦ ℎ = 𝑔′ ◦ ℎ; the latter means that 𝑔 • ℎ = 𝑔′ • ℎ, where
− • − denotes the group law of 𝐺𝛽 . Hence 𝑔 = 𝑔′, whence the dual of (CF4).

(i): According to remark 1.12.7(ii), for every 𝛼, 𝛽 ∈ Ω the morphisms 𝛼 → 𝛽 in C ⟨Σ−1⟩
are represented by the class of left fractions [𝛼, 𝛽]𝑙 ; we have a well-defined map

𝜔𝛼𝛽 : [𝛼, 𝛽]𝑙 → 𝐺 [𝑔, ℎ]𝑙 ↦→ ℎ−1 • 𝑔

where ℎ−1 is the inverse of ℎ in the wide group 𝐺 , and − • − denotes the group law
of 𝐺 . Recall that [𝑔, ℎ]𝑙 is the equivalence class of a pair (𝛼

𝑔
−→ 𝛾

ℎ←− 𝛽) of morphisms; if

(𝛽
𝑔′

−→ 𝛾 ′
ℎ′←− 𝛿) is another such pair, the composition [𝑔′, ℎ′]𝑙 ◦ [𝑔, ℎ]𝑙 is formed as follows.

Set 𝛾 ′′ := max(𝛾,𝛾 ′); as in the foregoing, we get morphisms 𝛾
𝑔′•ℎ−1
−−−−−→ 𝛾 ′′

1←− 𝛾 ′, and then

[𝑔′, ℎ′]𝑙 ◦ [𝑔, ℎ]𝑙 = [𝑔′ • ℎ−1 • 𝑔, ℎ′]𝑙 .

We see then that 𝜔𝛼𝛿 (𝜙 ′ ◦𝜙) = 𝜔𝛽𝛿 (𝜙 ′) •𝜔𝛼𝛽 (𝜙) for every composable pair 𝛼
𝜙
−→ 𝛽

𝜙 ′

−→ 𝛿

of morphisms of C ⟨Σ−1⟩. It is easily seen that 𝜔𝛼𝛽 is surjective for every 𝛼, 𝛽 ∈ Ω. Lastly,

suppose that 𝜔𝛼𝛽 ( [𝑔, ℎ]𝑙 ) = 𝜔𝛼𝛽 ( [𝑔′, ℎ′]𝑙 ) for some pairs (𝛼
𝑔
−→ 𝛾

ℎ←− 𝛽), (𝛼
𝑔′

−→ 𝛾 ′
ℎ′←− 𝛽),

and say that𝛾 ≥ 𝛾 ′; the identitymeans thatℎ−1•𝑔 = ℎ′−1•𝑔′ in𝐺𝛾 , so𝑘 := 𝑔•𝑔′−1 = ℎ•ℎ′−1
is a morphism 𝛾 ′ → 𝛾 of C , and [𝑔′, ℎ′]𝑙 = [𝑘 ◦𝑔′, 𝑘 ◦ℎ′]𝑙 = [𝑔, ℎ]𝑙 , hence𝜔𝛼𝛽 is injective.

(ii): Let A be any category, and 𝐹 : C → A a functor such that 𝐹 (Σ) ⊂ Isom(A );
the latter means that 𝐹 factors through a functor 𝐹 ′ : C → G and the inclusion G → A ,
where G is the largest groupoid contained in A . Let 𝐺 : C ⟨Σ−1⟩ → G be the unique
functor with 𝐹 ′ = 𝐹 ◦ 𝛾 ; clearly 𝐹 induces homomorphisms of wide groups

𝐹𝛼𝛼 : 𝐺 = C ⟨Σ−1⟩(𝛼, 𝛼) → G (𝐺𝛼,𝐺𝛼) ∀𝛼 ∈ Ω.

However, since by assumption 𝐺 does not admit group quotients, we see that 𝐹𝛼𝛼 maps
every element of𝐺 to 1𝐺𝛼 , for every such 𝛼 . Now, every morphism 𝑔 : 𝛼 → 𝛽 of C ⟨Σ−1⟩
can be written as a composition 𝛼

𝑔
−→ 𝛼

1−→ 𝛽 , so 𝐹𝛼𝛽 (𝑔) = 𝑓𝛼𝛽 := 𝐹𝛼𝛽 (1) for every
𝛼, 𝛽 ∈ Ω. Summing up, this shows that the map 𝐹𝛼𝛽 : C (𝛼, 𝛽) → A (𝐹𝛼, 𝐹𝛽) induced by
𝐹 is the constant map with value 𝑓𝛼𝛽 , for every 𝛼, 𝛽 ∈ Ω; i.e. 𝐹 factors uniquely through
the category C such that Ob(C ) = Ω and C (𝛼, 𝛽) = 0 for every 𝛼, 𝛽 ∈ Ω, whence the
assertion. □

Example 1.12.15. (i) To complete this discussion, we wish to exhibit a sequence of
groups (𝐺𝛼 | 𝛼 ∈ Ω) fulfilling the conditions of proposition 1.12.14. To this aim, let first
Γ be any group, 𝛾0 ∈ Γ an element of infinite order, and 𝑆 ⊂ Γ \ {𝛾0} any subset of
elements of infinite order; denote by Δ(𝑆) the free group with basis 𝑆 , by 𝑗𝑆 : 𝑆 → Δ(𝑆)
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the universal map, and by Γ ∗ Δ(𝑆) the free product of Γ and Δ(𝑆). By [10, Ch.IV, lemma
1.1], we have injective group homomorphisms

Γ
𝑖Γ−→ Γ ∗ Δ(𝑆) 𝑖𝑆←− Δ(𝑆).

We let 𝛾0 := 𝑖Γ (𝛾0), and we consider also the composition

𝜏 : 𝑆
𝑗𝑆−→ Δ(𝑆) 𝑖𝑆−→ Γ ∗ Δ(𝑆) 𝑠 ↦→ 𝜏𝑠 .

We set
𝐺 (Γ, 𝛾0, 𝑆) := (Γ ∗ Δ(𝑆))/R

where R is the smallest normal subgroup of Γ ∗ Δ(𝑆) containing the system of elements.

(𝜏−1𝑠 𝑖Γ (𝑠)𝜏𝑠𝛾−10 ) | 𝑠 ∈ 𝑆).
I.e. the image in 𝐺 (Γ, 𝛾0, 𝑆) of every 𝑠 ∈ 𝑆 is conjugate to 𝛾0, via the inner automorphism
of 𝐺 (Γ, 𝛾0, 𝑆) induced by 𝜏𝑠 . The construction of 𝐺 (Γ, 𝛾0, 𝑆) is an instance of an HNN
extension (named after G.Higman, B.H.Neumann and H.Neumann : see [10, Ch.IV, § 2]).

(ii) We claim that the natural map 𝑖Γ,𝑆 : Γ → 𝐺 (Γ, 𝛾0, 𝑆) is injective. For the proof, let
P0 (𝑆) be the set of all finite subsets of 𝑆 , and notice that𝐺 (Γ, 𝛾0, 𝑆) is the filtered colimit
of the induced system of groups (𝐺 (Γ, 𝛾0,𝑇 ) |𝑇 ∈ P0 (𝑆)); hence, we are reduced to the
case where 𝑆 is a finite set. In this case, we argue by induction on the cardinality 𝑐 of 𝑆 .
The assertion is trivial if 𝑐 = 0, so suppose that 𝑐 > 0, and that the assertion is already
known for every subset 𝑇 of cardinality < 𝑐 . Pick 𝑠0 ∈ 𝑆 , let Γ′ := 𝐺 (Γ, 𝛾0, 𝑆 \ {𝑠0}),
and denote by 𝛾0 and 𝑠0 the images of 𝛾0 and respectively 𝑠0 in Γ′; then it is easily seen
that 𝐺 (Γ, 𝛾0, 𝑆) = 𝐺 (Γ′, 𝛾0, {𝑠0}). By inductive assumption, the natural map Γ → Γ′ is
injective, and the same holds for the natural map Γ′ → 𝐺 (Γ′, 𝛾0, {𝑠0}), by virtue of [10,
Ch.IV, Th.2.1(i)], whence the assertion.
(iii) Next, we claim that if Γ is a torsion-free group, the same holds for 𝐺 (Γ, 𝛾0, 𝑆). Indeed,

arguing as in (ii), we reduce first to the case where 𝑆 is a subset of finite cardinality 𝑐 , and
then to the case where 𝑐 = 1; in this case, the assertion follows from [10, Ch.IV, Th.2.4].
(iv) Let 𝑓 : Γ → Γ′ be an injective group homomorphism, set 𝛾 ′0 := 𝑓 (𝛾0) and let

𝑆 ′ ⊂ Γ′ \ {𝛾 ′0} be a subset of elements of infinite order such that 𝑓 (𝑆) ⊂ 𝑆 ′. Then we claim
that 𝑓 induces a cartesian square of injective homomorphisms in the category of groups :

Γ

𝑖Γ,𝑆
��

𝑓 // Γ′

𝑖Γ′,𝑆′
��

𝐺 (Γ, 𝛾0, 𝑆)
𝐺 (𝑓 ,𝑆,𝑆 ′ ) // 𝐺 (Γ′, 𝛾 ′0, 𝑆 ′).

Indeed, clearly, 𝑓 induces a group homomorphism Γ ∗ Δ(𝑆) → Γ′ ∗ Δ(𝑆 ′) that maps
the normal subgroup R to the normal subgroup R′ := Ker(Γ′ ∗ Δ(𝑆 ′) → 𝐺 (Γ′, 𝛾 ′0, 𝑆 ′)),
whence the induced homomorphism𝐺 (𝑓 , 𝑆, 𝑆 ′). Now, set Γ′′ := 𝐺 (Γ′, 𝛾 ′0, 𝑓 (𝑆)), and let𝛾 ′′0
and𝑇 be the images of𝛾 ′0 and respectively 𝑆

′\𝑓 (𝑆) in Γ′′; then𝐺 (Γ′, 𝛾 ′0, 𝑆 ′) = 𝐺 (Γ′′, 𝛾 ′′0 ,𝑇 ),
and 𝐺 (𝑓 , 𝑆, 𝑆 ′) is the composition of 𝐺 (𝑆, 𝑓 (𝑆)) : 𝐺 (Γ, 𝛾0, 𝑆) → Γ′′ and the natural group
homomorphism 𝑖 : Γ′′ → 𝐺 (Γ′′, 𝛾 ′′0 ,𝑇 ). According to (ii), the map 𝑖 is injective, so we are
reduced to checking that the assertion holds for 𝐺 (𝑆, 𝑓 (𝑆)), i.e. we may assume that 𝑆 ′ =
𝑓 (𝑆), and in this case we just write𝐺 (𝑓 , 𝑆) for the map𝐺 (𝑓 , 𝑆, 𝑓 (𝑆)). With this notation,
it is easily seen that 𝐺 (𝑓 , 𝑆) is the filtered colimit of the system of maps (𝐺 (𝑓 ,𝑇 ) |𝑇 ∈
P0 (𝑆)), so we are reduced to the case where 𝑆 is a set of finite cardinality 𝑐 , and we
argue by induction on 𝑐 . The assertion is trivial if 𝑐 = 0, so suppose that 𝑐 > 0, and
that the assertion is already known for every subset 𝑇 of cardinality < 𝑐 . Pick 𝑠0 ∈ 𝑆 , let
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𝑠′0 := 𝑓 (𝑠0), set Δ := 𝐺 (Γ, 𝛾0, 𝑆 \ {𝑠0}), Δ′ := 𝐺 (Γ′, 𝛾 ′0, 𝑆 ′ \ {𝑠′0}), and denote by 𝛿0 and 𝛿 ′0 the
images of 𝛾0 in Δ and of 𝛾 ′0 in Δ′; by inductive assumption, 𝑔 := 𝐺 (𝑓 , 𝑆 \ {𝑠0}) : Δ → Δ′

and 𝑓 yield a cartesian square of injective maps, and on the other hand, the map 𝐺 (𝑓 , 𝑆)
corresponds to 𝐺 (𝑔, {𝑠0}) under the natural identifications :

𝐺 (Γ, 𝛾0, 𝑆) ∼−→ 𝐺 (Δ, 𝛿0, {𝑠0}) 𝐺 (Γ′, 𝛾 ′0, 𝑆 ′) ∼−→ 𝐺 (Δ′, 𝛿 ′0, {𝑠′0}) .
So we are further reduced to the case where 𝑆 = {𝑠0}. In this case, set also 𝜏 := 𝜏𝑠0 , and
pick a set 𝑈 (resp. 𝑉 ) of representive for the set Γ/⟨𝛾0⟩ (resp. Γ/⟨𝑠0⟩) of right cosets in
Γ of the subgroup ⟨𝛾0⟩ generated by 𝛾0 (resp. of the subgroup ⟨𝑠0⟩ generated by 𝑠0), with
the neutral element 1 of Γ contained in both𝑈 and 𝑉 ; according to [10, Ch.IV, Th.2.1(ii)]
every element of 𝐺 (Γ, 𝛾0, {𝑠0}) can be written uniquely in (𝑈 ,𝑉 )-normal form :

𝑔0𝜏
𝜀1𝑔1 · · · 𝜏𝜀𝑛𝑔𝑛 with 𝜀1, . . . , 𝜀𝑛 ∈ {1,−1}

where 𝑔0 is an element of Γ, there is no consecutive sequence 𝜏𝜀1𝜏−𝜀 , and for 𝑖 = 1, . . . , 𝑛,
the following holds : if 𝜀𝑖 = −1 then 𝑔𝑖 ∈ 𝑈 , and if 𝜀𝑖 = 1 then 𝑔𝑖 ∈ 𝑉 . Notice now that the
map 𝑓 induces injective maps :

Γ/⟨𝛾0⟩ → Γ′/⟨𝛾 ′0⟩ Γ/⟨𝑠0⟩ → Γ′/⟨𝑠′0⟩.
Hence, we may complete 𝑓 (𝑈 ) and 𝑓 (𝑉 ) by adding suitable elements, to obtain set of
representatives 𝑈 ′ and 𝑉 ′ for the sets of right cosets Γ′/⟨𝛾 ′0⟩ and Γ′/⟨𝑠′0⟩. Then clearly
𝐺 (𝑓 , {𝑠0}) sends (𝑈 ,𝑉 )-normal forms to (𝑈 ′,𝑉 ′)-normal forms, whence the assertion.

(v) Now, for every ordinal 𝛼 we construct inductively a system of groups (𝐺𝛼𝑛 | 𝑛 ∈ N)
with injective transition maps, as follows. Let [0, 𝛼] be the set of all ordinals ≤ 𝛼 , and let
𝐺𝛼0 := Z( [0,𝛼 ] ) (the free abelian group with basis [0, 𝛼]). Especially, 𝐺0

0 = Z, and we let 𝛾0
be a generator of 𝐺0

0 ; the inclusion [0, 𝛼] ⊂ [0, 𝛽] for every 𝛼 ≤ 𝛽 induces an injective
group homomorphism 𝐺𝛼0 → 𝐺

𝛽

0 , so we may regard 𝛾0 as an element of 𝐺𝛼0 , for every
ordinal 𝛼 . Let as well 𝐺𝛼−1 := {0, 𝛾0}, and denote by 𝑖0 : 𝐺𝛼−1 → 𝐺𝛼0 the inclusion map;
then, for every 𝑛 ≥ 0 set inductively

𝑆𝛼𝑛 := 𝐺𝛼𝑛 \ 𝑖𝑛 (𝐺𝛼𝑛−1) 𝐺𝛼𝑛+1 := 𝐺 (𝐺𝛼𝑛 , 𝛾0, 𝑆𝛼𝑛 )
and denote by 𝑖𝑛+1 : 𝐺𝛼𝑛 → 𝐺𝛼

𝑛+1 the natural injective group homomorphism of (ii). Notice
that, since𝐺𝛼0 is torsion-free, from (iii) and an easy induction argument we see that𝐺𝛼𝑛 is
torsion-free for every 𝑛 ∈ N, so 𝐺𝛼

𝑛+1 is well-defined.
(vi) We set𝐺𝛼 :=

⋃
𝑛∈N𝐺

𝛼
𝑛 (where we identify each𝐺𝛼𝑛 to a subgroup of𝐺𝛼

𝑛+1, via 𝑖𝑛+1).
Clearly 𝐺𝛼 is torsion-free, and by construction, every element of 𝐺𝛼 is conjugate to 𝛾0,
hence to every other element. Every pair of ordinals 𝛼 ≤ 𝛽 induces amap 𝑗𝛼,𝛽0 : 𝐺𝛼0 → 𝐺

𝛽

0 ,
and since 𝑗𝛼,𝛽0 (𝑆𝛼0 ) ⊂ 𝑆

𝛽

0 , we get an induced group homomorphism 𝑗
𝛼,𝛽

1 : 𝐺𝛼1 → 𝐺
𝛽

1 ,
as in (iv). Next, invoking the cartesianity of the diagram of (iv), we get inductively a
system of injective group homomorphisms 𝑗𝛼,𝛽• := ( 𝑗𝛼,𝛽𝑛 : 𝐺𝛼𝑛 → 𝐺

𝛽
𝑛 | 𝑛 ∈ N) such that

𝑗
𝛼,𝛽
𝑛 (𝑆𝛼𝑛 ) ⊂ 𝑆

𝛽
𝑛 for every 𝑛 ∈ N (details left to the reader). The colimit of the system 𝑗

𝛼,𝛽
• is

an injective group homomorphism 𝑗𝛼,𝛽 : 𝐺𝛼 → 𝐺𝛽 ; moreover, a direct inspection of the
construction shows that for every ordinal 𝛾 ≥ 𝛽 we have 𝑗𝛼,𝛾 = 𝑗𝛽,𝛾 ◦ 𝑗𝛼,𝛽 . This completes
the construction of our system of groups (𝐺𝛼 | 𝛼 ∈ Ω). It is then clear that every element
of the wide group 𝐺 :=

⋃
𝛼∈Ω𝐺𝛼 is conjugate in 𝐺 to every other element, since the same

holds for each 𝐺𝛼 ; hence, the only normal subgroups of 𝐺 are 0 and 𝐺 . Lastly, let 𝐻 be
any group (so, 𝐻 is a set), and 𝑓 : 𝐺 → 𝐻 any homomorphism of wide groups; since𝐺 is
a proper class, 𝑓 cannot be injective, and therefore its kernel is not 0, so it must be 𝐺 , as
required.
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2. Simplicial objects

2.1. The category of simplicial sets. We shall denote by :

𝚫

the full subcategory of Cat whose objects are the totally ordered finite sets :

[𝑛] := {0, 1, . . . , 𝑛} ∀𝑛 ∈ N.
As detailed in remark 1.9.3(iii), the morphisms of 𝚫 are the non-decreasing maps.

Definition 2.1.1. (i) A simplicial set is a presheaf over the category ∆. We write

sSet := ∆̂

for the category of simplicial sets. For a simplicial set𝑋 and 𝑛 ∈ N, we shall usually write
𝑋𝑛 := 𝑋 [𝑛] , and we call 𝑋𝑛 the set of 𝑛-simplices of 𝑋 .

(ii) For every 𝑛 ∈ N, the standard 𝑛-simplex is the simplicial set

Δ𝑛 := ℎ [𝑛]
representing the object [𝑛] of ∆. Yoneda’s lemma yields a natural bijection :

𝑋𝑛
∼−→ sSet(Δ𝑛, 𝑋 ) ∀𝑛 ∈ N,∀𝑋 ∈ Ob(sSet).

For every non-decreasing map 𝑢 : [𝑚] → [𝑛], we shall also sometimes write

Δ𝑢 : Δ𝑚 → Δ𝑛

for the induced morphism ℎ𝑢 : ℎ [𝑚] → ℎ [𝑛] of sSet.
(iii) For all integers 𝑛 ≥ 1 and 0 ≤ 𝑖 ≤ 𝑛, the 𝑖-th face morphism

𝜕𝑛𝑖 : [𝑛 − 1] → [𝑛]
is the unique injective morphism of ∆ whose image does not contain 𝑖 .
(iv) For all integers 𝑛 ≥ 0 and 0 ≤ 𝑖 ≤ 𝑛, the 𝑖-th degeneracy morphism

𝜎𝑛𝑖 : [𝑛 + 1] → [𝑛]
is the unique surjective morphism of ∆ which takes the value 𝑖 twice.

(v) By Yoneda’s lemma, the face and degeneracy maps correspond naturally to mor-
phisms of simplicial sets that we call by the same names, and we denote as well

𝜕𝑛𝑖 : Δ𝑛−1 → Δ𝑛 and 𝜎𝑛𝑖 : Δ𝑛+1 → Δ𝑛 .

Also, for any simplicial set 𝑋 , we shall write :

𝑑𝑖𝑛 := (𝜕𝑛𝑖 )∗ : 𝑋𝑛 → 𝑋𝑛−1 and 𝑠𝑖𝑛 := (𝜎𝑛𝑖 )∗ : 𝑋𝑛 → 𝑋𝑛+1.

Proposition 2.1.2. (i) The following identities hold in ∆ :

𝜕𝑛+1𝑗 ◦ 𝜕𝑛𝑖 = 𝜕𝑛+1𝑖 ◦ 𝜕𝑛𝑗−1 ∀0 ≤ 𝑖 < 𝑗 ≤ 𝑛 + 1
𝜎𝑛𝑗 ◦ 𝜎𝑛+1𝑖 = 𝜎𝑛𝑖 ◦ 𝜎𝑛+1𝑗+1 ∀0 ≤ 𝑖 ≤ 𝑗 ≤ 𝑛

𝜎𝑛−1𝑗 ◦ 𝜕𝑛𝑖 =


𝜕𝑛−1𝑖 ◦ 𝜎𝑛−2𝑗−1 ∀0 ≤ 𝑖 < 𝑗 ≤ 𝑛 − 1
1[𝑛−1] ∀0 ≤ 𝑗 ≤ 𝑖 ≤ 𝑗 + 1 ≤ 𝑛 − 1
𝜕𝑛−1𝑖−1 ◦ 𝜎𝑛−2𝑗 ∀0 ≤ 𝑗 < 𝑖 − 1 ≤ 𝑛 − 1.

(ii) Any morphism Δ𝑚 → Δ𝑛 in ∆ admits a unique factorization 𝑓 = 𝑖 ◦ 𝜋 into a split
epimorphism 𝜋 : Δ𝑚 → Δ𝑝 followed by a monomorphism 𝑖 : Δ𝑝 → Δ𝑛 .
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Proof. (i) is an easy verification, by inspection of the definition.
(ii): It is easily seen that the epimorphisms (resp. monomorphisms) of ∆ are the sur-

jective (resp. injective) maps of ordered sets Δ𝑝 → Δ𝑞 , and clearly every epimorphism
admits a right inverse in ∆, i.e. is split. Assertion (ii) is an immediate consequence. □

Example 2.1.3. For every 𝑛 ∈ N we consider the topological 𝑛-dimensional simplex

|Δ𝑛 | := {(𝑥1, . . . , 𝑥𝑛) ∈ R𝑛≥0 | 𝑥1 + · · · + 𝑥𝑛 = 1}
which we endow with the topology induced by the inclusion into R𝑛≥0. To any morphism
𝑓 : Δ𝑚 → Δ𝑛 of ∆ we attach the continuous map

|𝑓 | : |Δ𝑚 | → |Δ𝑛 | (𝑥1, . . . , 𝑥𝑚) ↦→ (
∑
𝑗∈ 𝑓 −1 (𝑖 ) 𝑥 𝑗 | 𝑖 = 1, . . . , 𝑛).

The rules : Δ𝑛 ↦→ |Δ𝑛 | and 𝑓 ↦→ |𝑓 | clearly define a functor

| · | : ∆→ Top

from ∆ to the category Top of topological spaces (whose morphisms are the continuous
maps). As in remark 1.6.6(ii,iii), the functor | · | induces a functor

Sing := | · |∗ : Top→ sSet 𝑇 ↦→ ([𝑛] ↦→ Top( |Δ𝑛 |,𝑇 ))

attaching to every topological space 𝑇 its singular (simplicial) complex Sing(𝑇 ). And by
virtue of Kan’s theorem 1.7.5, the functor Sing admits a left adjoint :

| · | : sSet→ Top 𝑋 ↦→ |𝑋 |

called the realisation functor.

2.1.4. Front-to-back duality. Let (−)op : ∆ → ∆ be the functor that is the identity on
objects, and that associates with every morphism 𝑓 : [𝑚] → [𝑛] of ∆ the morphism

𝑓 op : [𝑚] → [𝑛] 𝑚 − 𝑖 ↦→ 𝑛 − 𝑓 (𝑖).
Clearly (−)op is an involution, i.e. (−)op ◦ (−)op = 1∆. The functor (−)op induces a functor
sSet→ sSet 𝑋 ↦→ 𝑋 op := 𝑋 ◦(−)op (𝑢 : 𝑋 → 𝑌 ) ↦→ (𝑢op := 𝑢★(−)op : 𝑋 op → 𝑌 op).
For every simplicial set 𝑋 , we call 𝑋 op the front-to-back dual of 𝑋 ; clearly :

(𝑋 op)op = 𝑋 and (𝑋 × 𝑌 )op = 𝑋 op × 𝑌 op ∀𝑋,𝑌 ∈ Ob(sSet) .

Example 2.1.5. (i) A direct calculation shows that :

(𝜕𝑛𝑖 )op = 𝜕𝑛𝑛−𝑖 ∀𝑛 ≥ 1,∀0 ≤ 𝑖 ≤ 𝑛 (𝜎𝑚𝑗 )op = 𝜎𝑚𝑚− 𝑗 ∀𝑚 ≥ 0,∀0 ≤ 𝑗 ≤ 𝑚.
(ii) For every 𝑛 ∈ N we have a natural isomorphism :

𝜔𝑛 : (Δ𝑛)op ∼−→ Δ𝑛

that assigns to every 𝑘 ∈ N the bijection :

(Δ𝑛)op
𝑘
∼−→ Δ𝑛

𝑘
( [𝑘]

𝑓
−→ [𝑛]) ↦→ ([𝑘]

𝑓 op

−−→ [𝑛]).
(iii) In light of (i) and (ii), we deduce commutative diagrams :

(Δ𝑛−1)op

(𝜕𝑛
𝑖
)op

��

𝜔𝑛−1 // Δ𝑛−1

𝜕𝑛
𝑛−𝑖
��

(Δ𝑚+1)op 𝜔𝑚+1 //

(𝜎𝑚
𝑗
)op

��

Δ𝑚+1

𝜎𝑚
𝑚− 𝑗
��

(Δ𝑛)op 𝜔𝑛 // Δ𝑛 (Δ𝑚)op 𝜔𝑚 // Δ𝑚
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for every 𝑛 ≥ 1 and 0 ≤ 𝑖 ≤ 𝑛, and every𝑚 ≥ 0 and 0 ≤ 𝑗 ≤ 𝑚.

2.1.6. As for any category of presheaves, sSet is complete and cocomplete, and its limits
and colimits are computed termwise; moreover, the finite limits in sSet commute with all
small filtered colimits. Also, all small colimits of sSet are universal (example 1.6.19(ii)), all
its monomorphisms and epimorphisms are regular, and a morphism 𝑓 : 𝑋 → 𝑌 of sSet is
a monomorphism (resp. an epimorphism) if and only if the map 𝑓𝑛 : 𝑋𝑛 → 𝑌𝑛 is injective
(resp. surjective) for every 𝑛 ∈ N (remark 1.6.2). Recall also that, by remark 1.7.8(ii), sSet
admits an internal Hom-functor

H𝑜𝑚(−,−) : sSetop × sSet→ sSet (𝑋,𝑌 ) ↦→H𝑜𝑚(𝑋,𝑌 )

such that for every𝑋 ∈ Ob(sSet), the resulting functorH𝑜𝑚(𝑋,−) : sSet→ sSet is right
adjoint to the functor (−) × 𝑋 : sSet→ sSet. Explicitly, we have :

H𝑜𝑚(𝑋,𝑌 )𝑛 := sSet(Δ𝑛 × 𝑋,𝑌 ) ∀𝑛 ∈ N

and every pair of morphisms 𝑓 : 𝑋 ′ → 𝑋 , 𝑔 : 𝑌 → 𝑌 ′ of sSet induces the morphism
H𝑜𝑚(𝑓 , 𝑔) : H𝑜𝑚(𝑋,𝑌 ) →H𝑜𝑚(𝑋 ′, 𝑌 ′) given by the rule :

(Δ𝑛 × 𝑋 𝑢−→ 𝑌 ) ↦→ (Δ𝑛 × 𝑋 ′
𝑔◦𝑢◦(Δ𝑛×𝑓 )
−−−−−−−−−→ Δ𝑛 × 𝑌 ′) ∀𝑛 ∈ N,∀𝑢 ∈ H𝑜𝑚(𝑋,𝑌 )𝑛 .

Remark 2.1.7. By example 2.1.5(ii), we get for all 𝑋,𝑌 ∈Ob(sSet) a natural isomorphism :

H𝑜𝑚(𝑋,𝑌 )op ∼−→H𝑜𝑚(𝑋 op, 𝑌 op) (𝑓 : Δ𝑛 × 𝑋 → 𝑌 ) ↦→ (𝑓 op : Δ𝑛 × 𝑋 op → 𝑌 op).

2.1.8. Bisimplicial sets. A bisimplicial set is a presheaf on the category 𝚫×𝚫. For a bisim-
plicial set 𝑋 , we shall usually write

𝑋𝑚,𝑛 := 𝑋 ( [𝑚], [𝑛]) ∀𝑚,𝑛 ∈ N.

As usual, the bisimplicial sets form a category

bSet := Fun((𝚫 × 𝚫)op, Set).

• According to remark 1.6.4(iv), we have a natural product functor :

⊠ : sSet × sSet→ bSet (𝑋,𝑌 ) ↦→ 𝑋 ⊠ 𝑌

that preserves representable objects; namely, we have natural identifications :

Δ𝑚 ⊠ Δ𝑛 ∼−→ ℎ ( [𝑚],[𝑛] ) ∀𝑚,𝑛 ∈ N.

• We shall also consider the obvious diagonal functor

diag := Fun(𝜹op, Set) : bSet→ sSet diag(𝑋 )𝑛 := 𝑋𝑛,𝑛 ∀𝑛 ∈ N

(notation of §1.3), for the diagonal embedding

𝜹 : 𝚫→ 𝚫 × 𝚫 [𝑛] ↦→ ([𝑛], [𝑛]) ∀𝑛 ∈ N

as well as the flip functor

(−)𝝓 := Fun(𝝓op, Set) : bSet ∼−→ bSet 𝑋
𝝓
𝑚,𝑛 := 𝑋𝑛,𝑚 ∀𝑚,𝑛 ∈ N

induced by the flip automorphism of 𝚫 × 𝚫 that swaps the two factors

𝝓 : 𝚫 × 𝚫 ∼−→ 𝚫 × 𝚫 ( [𝑛], [𝑚]) ↦→ ([𝑚], [𝑛]) ∀𝑚,𝑛 ∈ N.



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 87

• Moreover, a fourth type of functor will be useful for our discussion : let 𝑋 be a
bisimplicial set; since (𝚫×𝚫)op = 𝚫

op×𝚫op, wemay regard𝑋 as a functor𝑋 : 𝚫op×𝚫op →
Set, or equivalently, as a functor

𝑋• : 𝚫op → sSet [𝑛] ↦→ 𝑋•,𝑛

via the natural identification of §1.3.3. Hence, 𝑋•,𝑛 is the simplicial set such that [𝑚] ↦→
𝑋𝑚,𝑛 , for every𝑚,𝑛 ∈ N. Then, since sSetop is cocomplete (see §2.1.6), the functor 𝑋 op

• :
𝚫→ sSetop admits an extension by colimits (theorem 1.7.5(i)) which shall be denoted

⟨−, 𝑋 ⟩ : sSet→ sSetop 𝐾 ↦→ ⟨𝐾,𝑋 ⟩.

Explicitly, for every 𝐾 ∈ Ob(sSet), the simplicial set ⟨𝐾,𝑋 ⟩ represents the limit of the
functor (notation of §1.7) :

(𝚫/𝐾)op → sSet ( [𝑛] 𝑠−→ 𝐾) ↦→ 𝑋•,𝑛

and we fix for every such 𝐾 a universal cone

𝜏𝐾𝑠 : ⟨𝐾,𝑋 ⟩ → 𝑋•,𝑛 ∀([𝑛] 𝑠−→ 𝐾) ∈ Ob(𝚫/𝐾).

Then, for every morphism 𝑢 : 𝐾 → 𝐿 of simplicial sets, the induced morphism ⟨𝑢,𝑋 ⟩ :
⟨𝐿,𝑋 ⟩ → ⟨𝐾,𝑋 ⟩ is the unique morphism of sSet such that the following diagram com-
mutes for every 𝑠 ∈ Ob(𝚫/𝐾) :

⟨𝐿,𝑋 ⟩
𝜏𝐿𝑢◦𝑠 //

⟨𝑢,𝑋 ⟩
��

𝑋•,𝑛

⟨𝐾,𝑋 ⟩
𝜏𝐾𝑠 // 𝑋•,𝑛 .

• Clearly, every morphism 𝜙 : 𝑋 → 𝑌 of bisimplicial sets induces a natural trans-
formation 𝜙• : 𝑋• ⇒ 𝑌•, whence an opposite natural transformation 𝜙op

• : 𝑌 op
• ⇒ 𝑋

op
• .

Recall that the extension by colimits of𝑋 op
• is left adjoint to the functor (𝑋 op

• )∗ : sSetop →
sSet (notation of remark 1.6.6). Then 𝜙op

• induces first a natural transformation (𝜙op
• )∗ :

(𝑋 op
• )∗ ⇒ (𝑌

op
• )∗ (remark 1.6.6(iv)), and then an adjoint transformation (relative to the

canonical adjunctions for the pairs (⟨−, 𝑋 ⟩, (𝑋 op
• )∗) and (⟨−, 𝑌 ⟩, (𝑌

op
• )∗) : see §1.6.10); we

denote the latter by
⟨−, 𝜙⟩ := (𝜙op

• )∗∨ : ⟨−, 𝑌 ⟩ ⇒ ⟨−, 𝑋 ⟩.
If 𝜓 : 𝑌 → 𝑍 is a second morphism of bSet, then clearly (𝜓 ◦ 𝜙)• = 𝜓• ◦ 𝜙•, and a

simple inspection yields : ((𝜓 ◦ 𝜙)op• )∗ = (𝜓
op
• )∗ ◦ (𝜙

op
• )∗, whence (see §1.6.10)

⟨−,𝜓 ◦ 𝜙⟩ = ⟨−, 𝜙⟩ ◦ ⟨−,𝜓 ⟩.

Summing up, we get a well-defined functor :

⟨−,−⟩ : sSetop × bSet→ sSet (𝐾,𝑋 ) ↦→ ⟨𝐾,𝑋 ⟩

that assigns to every pair of morphisms𝑢 ∈ sSet(𝐾, 𝐿) and 𝜙 ∈ bSet(𝑋,𝑌 ), the morphism
⟨𝑢, 𝜙⟩ := ⟨𝐾,𝜙⟩ ◦ ⟨𝑢,𝑋 ⟩ = ⟨𝑢,𝑌 ⟩ ◦ ⟨𝐿, 𝜙⟩ : ⟨𝐿,𝑋 ⟩ → ⟨𝐾,𝑌 ⟩ of sSet.

Remark 2.1.9. (i) By theorem 1.7.5(ii), we have natural identifications in sSet :

⟨Δ𝑛, 𝑋 ⟩ ∼−→ 𝑋•,𝑛 ∀𝑋 ∈ Ob(bSet),∀𝑛 ∈ N.
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(ii) A direct inspection yields natural identifications in bSet and sSet :

(𝐾 ⊠ 𝐿) × (𝐾 ′ ⊠ 𝐿′) ∼−→ (𝐾 × 𝐾 ′) ⊠ (𝐿 × 𝐿′)
diag(𝐾 ⊠ 𝐿) = 𝐾 × 𝐿 ∀𝐾, 𝐿, 𝐾 ′, 𝐿′ ∈ Ob(sSet)
(𝐾 ⊠ 𝐿)𝝓 = 𝐿 ⊠ 𝐾

diag(𝑋𝝓) = diag(𝑋 ) ∀𝑋 ∈ Ob(bSet).

Proposition 2.1.10. Every 𝐿 ∈ Ob(sSet) induces a natural adjoint pair of functors

−⊠ 𝐿 : sSet⇄ bSet : ⟨𝐿,−⟩.

Proof. We need to exhibit bijections :

bSet(𝐾 ⊠ 𝐿,𝑋 ) ∼−→ sSet(𝐾, ⟨𝐿,𝑋 ⟩) ∀𝐾 ∈ Ob(sSet),∀𝑋 ∈ Ob(bSet)

natural in 𝐾 and 𝑋 . Notice that we have natural bijections :

(∗) sSet(𝐾, ⟨𝐿,𝑋 ⟩) = sSetop (⟨𝐿,𝑋 ⟩, 𝐾) ∼−→ sSet(𝐿, (𝑋 op
• )∗ (𝐾)) .

On the other hand, to every 𝜙 ∈ bSet(𝐾 ⊠ 𝐿,𝑋 ), every 𝑛 ∈ N and every 𝑠 ∈ 𝐿𝑛 we may
assign the morphism

𝜙𝑠 : 𝐾 → 𝑋•,𝑛 such that 𝑡 ↦→ 𝜙𝑚,𝑛 (𝑡, 𝑠) ∀𝑚 ∈ N,∀𝑡 ∈ 𝐾𝑚 .

It is easily seen that the rule : 𝑠 ↦→ 𝜙𝑠 defines a morphism 𝜙• : 𝐿 → (𝑋 op
• )∗ (𝐾) of

sSet, and conversely, every morphism 𝐿 → (𝑋 op
• )∗ (𝐾) is of the form 𝜙• for a unique

𝜙 ∈ bSet(𝐾 ⊠ 𝐿,𝑋 ) (the details shall be left to the reader). Hence, we get a system of
bijections :

bSet(𝐾 ⊠ 𝐿,𝑋 ) ∼−→ sSet(𝐿, (𝑋 op
• )∗ (𝐾)) 𝜙 ↦→ 𝜙•

that are clearly natural in 𝐾 and 𝑋 . Combining with (∗) concludes the proof. □

2.1.11. Connected components of a simplicial set. Let 𝑆 be any set; the constant simplicial
set associated with 𝑆 is the constant presheaf 𝑐𝑆 on 𝚫 with value 𝑆 (see §1.1.8); hence
𝑐𝑆,𝑛 := 𝑆 for every 𝑛 ∈ N, and 𝑐𝑆,𝜙 := 1𝑆 for every morphism 𝜙 of 𝚫, i.e. 𝑐𝑆 = (Δ0) (𝑆 )
(notation of §1.2.14). We thus obtain a fully faithful functor

c
𝚫
op : Set→ sSet 𝑆 ↦→ 𝑐𝑆

that assigns to every map of sets 𝑓 : 𝑆 → 𝑇 the induced morphism of presheaves 𝑐 𝑓 :
𝑐𝑆 → 𝑐𝑇 . Since Set is complete and cocomplete, according to §1.3 the functor c∆op admits
left and right adjoints :

Colim
𝚫
op : sSet→ Set Lim

𝚫
op : sSet→ Set.

The left adjoint Colim
𝚫
op assigns to every 𝑋 ∈ Ob(sSet) its set of connected components,

and is traditionally denoted as well

𝜋0 : sSet→ Set.

Especially, we shall say that𝑋 is connected if 𝜋0 (𝑋 ) is a set of one element. This terminol-
ogy will be justified by remark 2.3.1(iii). In order to describe more explicitly this functor,
let J ⊂ 𝚫 be the subcategory with Ob(J) := {[0], [1]} and whose morphisms are 1[0], 1[1] ,
and the face maps 𝜕10, 𝜕

1
1 : [0] → [1]. We observe :

Lemma 2.1.12. J is coinitial in 𝚫.
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Proof. Let 𝑖 : J → 𝚫 be the inclusion; we need to check that the category 𝑖J/[𝑛] is
connected for every 𝑛 ∈ N. To this aim, consider any two objects [0]

𝜙
−→ [𝑛] and [1]

𝜓
−→

[𝑛] of 𝑖J/[𝑛]; it suffices to exhibit a sequence of morphisms of 𝑖J/[𝑛] :

( [0]
𝜙
−→ [𝑛])

𝛼/[𝑛]
−−−−→ ([1] 𝜏−→ [𝑛])

𝛽/[𝑛]
←−−−− ([0]

𝜂
−→ [𝑛])

𝛾/[𝑛]
−−−−→ ([1]

𝜓
−→ [𝑛]).

We let 𝜂 := 𝜓 ◦ 𝜕11 : [0] → [𝑛], and 𝛾 := 𝜕11 : [0] → [1]; next, we let 𝜏 : [1] → [𝑛] be
the unique map whose image is {𝜙 (0), 𝜂 (0)}, and 𝛼 (resp. 𝛽) any map [0] → [1] whose
image lies in 𝜏−1 (𝜙 (0)) (resp. in 𝜏−1 (𝜂 (0))). □

From lemma 2.1.12 it follows that Jop is cofinal in 𝚫
op, and with corollary 1.5.4(i), we

conclude that 𝜋0 (𝑋 ) is represented by the coequalizer of the face maps in degree 1, i.e.
we have an exact diagram of sets, for every simplicial set 𝑋 :

𝑋1
𝑑01 //
𝑑11

// 𝑋0 // 𝜋0 (𝑋 ) .

Example 2.1.13. For every 𝑛 ∈ N, the set Δ𝑛0 := 𝚫( [0], [𝑛]) is naturally identified with
[𝑛]; also, for every 𝑖, 𝑗 ∈ [𝑛] there exists a unique 𝑠 ∈ Δ𝑛1 := 𝚫( [1], [𝑛]) such that
{𝑑01 (𝑠), 𝑑11 (𝑠)} = {𝑖, 𝑗}. In light of the foregoing discussion, we deduce that :

𝜋0 (Δ𝑛) = {∅} ∀𝑛 ∈ N

i.e. Δ𝑛 is connected for every 𝑛 ∈ N.

2.1.14. Pointed simplicial sets. The category of pointed simplicial sets is the slice category

sSet◦ := Δ0/sSet.

• Since sSet is complete and cocomplete (§2.1.6), the same holds for sSet◦, and the
target functor (notation of §1.4)

t := tΔ0 : sSet◦ → sSet

preserves and reflects all representable limits and all representable connected colimits;
also, t is conservative, and preserves and reflects bothmonomorphisms and epimorphisms
(corollary 1.4.6(ii,iii), lemma 1.4.7(ii) and [13, Exerc.2.66(ii)]). Moreover, t has a left adjoint

(−)◦ : sSet→ sSet◦ 𝑋 ↦→ ( 𝑗𝑋 : Δ0 → 𝑋◦ := 𝑋 ⊔ Δ0)

where 𝑗𝑋 denotes the natural inclusion : namely, the adjunction for ((−)◦, t) assigns to
every (𝑌,𝑦 : Δ0 → 𝑌 ) ∈ Ob(sSet◦) and every morphism 𝑓 : 𝑋 → 𝑌 of sSet the unique
morphism (𝑋◦, 𝑗𝑋 ) → (𝑌,𝑦) of sSet◦ whose restriction to 𝑋 agrees with 𝑓 .
• We will also use the notation :

𝑋
𝑛
:= 𝑋𝑛 ∀𝑋 := (𝑋, 𝑥) ∈ Ob(sSet◦),∀𝑛 ∈ N.

Example 2.1.15. (i) For every 𝑛 ∈ N, the 𝑛-simplex Δ𝑛 has a distinguished base point
0𝑛 : Δ0 → Δ𝑛 , namely the morphism induced by the inclusionmap [0] → [𝑛], and clearly
0𝑛 is also a base point for 𝜕Δ𝑛 , whence well-defined pointed simplicial sets

Δ𝑛 := (Δ𝑛, 0𝑛) and 𝜕Δ𝑛 := (𝜕Δ𝑛, 0𝑛) ∀𝑛 ∈ N.
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(ii) For every 𝑋 := (𝑋, 𝑥), 𝑌 := (𝑌,𝑦) ∈ Ob(sSet◦), the simplicial set H𝑜𝑚(𝑋,𝑌 )
is endowed with a natural base point : namely, the 0-simplex Δ0 → H𝑜𝑚(𝑋,𝑌 ) corre-
sponding to the unique morphism 0𝑋𝑌 : 𝑋 → 𝑌 of sSet that factors through 𝑦 : Δ0 → 𝑌 .
We have then a well-defined pointed simplicial set

H𝑜𝑚(𝑋,𝑌 ) := (H𝑜𝑚(𝑋,𝑌 ), 0𝑋𝑌 ).

Moreover, we define the simplicial set of pointedmorphisms from𝑋 to𝑌 as the fibre product
in the cartesian square of sSet◦ :

H𝑜𝑚◦ (𝑋,𝑌 ) //

��

H𝑜𝑚(𝑋,𝑌 )

𝑥∗

��
Δ0 𝑦 // 𝑌

where 𝑥∗ := H𝑜𝑚(𝑥,𝑌 ) : H𝑜𝑚(𝑋,𝑌 ) → H𝑜𝑚(Δ0, 𝑌 ) ∼−→ 𝑌 is the evaluation at 𝑥 .
Hence, we get a well-defined functor

H𝑜𝑚◦ (−,−) : sSetop◦ × sSet◦ → sSet◦.

(iii) Furthermore, the wedge sum of 𝑋 and 𝑌 is defined as the pointed simplicial set

𝑋 ∨ 𝑌 := (𝑋 ∨ 𝑌, (𝑥,𝑦)) where 𝑋 ∨ 𝑌 := 𝑋 × {𝑦} ∪ {𝑥} × 𝑌

and the smashed product of 𝑋 and 𝑌 is the amalgamated sum in the cocartesian square :

𝑋 ∨ 𝑌 //

��

𝑋 × 𝑌

��
Δ0 // 𝑋 ∧ 𝑌

and we let 𝑋 ∧ 𝑌 be the simplicial set underlying 𝑋 ∧ 𝑌 . Clearly we get functors :

sSet◦ × sSet◦
−∧−−−−→ sSet◦

−∨−←−−− sSet◦ × sSet◦.

Proposition 2.1.16. (i) For every pointed simplicial set 𝑌 := (𝑌,𝑦), the smashed product
and the simplicial set of pointed morphisms yield by restriction an adjunction :

− ∧ 𝑌 : sSet◦ ⇄ sSet◦ : H𝑜𝑚◦ (𝑌,−).

(ii) For every 𝑋,𝑌, 𝑍 ∈ Ob(sSet◦) we have natural isomorphisms :

𝑋 ∧ 𝑌 ∼−→ 𝑌 ∧ 𝑋 (𝑋 ∧ 𝑌 ) ∧ 𝑍 ∼−→ 𝑋 ∧ (𝑌 ∧ 𝑍 ) 𝜕Δ1 ∧ 𝑋 ∼−→ 𝑋 Δ0 ∧ 𝑋 ∼−→ Δ0

H𝑜𝑚◦ (𝑋,H𝑜𝑚(𝑌, 𝑍 )) ∼−→H𝑜𝑚(𝑌,H𝑜𝑚◦ (𝑋,𝑍 ))
H𝑜𝑚◦ (𝑋 ∧ 𝑌, 𝑍 ) ∼−→H𝑜𝑚◦ (𝑋,H𝑜𝑚◦ (𝑌, 𝑍 )) .

(iii) For every 𝑋,𝑌 ∈ Ob(sSet) we have natural isomorphisms :

(𝑋 ⊔ 𝑌 )◦ ∼−→ 𝑋◦ ∨ 𝑌◦ (𝑋 × 𝑌 )◦ ∼−→ 𝑋◦ ∧ 𝑌◦.

Proof. (i): Let 𝑋 := (𝑋, 𝑥) and 𝑍 := (𝑍, 𝑧) be two pointed simplicial sets; the datum of
a morphism 𝑋 → H𝑜𝑚◦ (𝑌, 𝑍 ) of sSet◦ is the same as that of a morphism 𝑓 : 𝑋 →
H𝑜𝑚(𝑌, 𝑍 ) of sSet whose composition with the evaluation 𝑦∗ : H𝑜𝑚(𝑌, 𝑍 ) → 𝑍 is the
unique morphism 𝑋 → 𝑍 that factors through 𝑧 : Δ0 → 𝑍 , and that maps the base
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point 𝑥 of 𝑋 to the base point of H𝑜𝑚◦ (𝑌, 𝑍 ). The adjunction 𝜗•• of §2.1.6 for the pair
(− × 𝑌,H𝑜𝑚(𝑌,−)) yields a commutative diagram whose vertical arrow are bijections :

sSet({𝑥},H𝑜𝑚(𝑌, 𝑍 ))

��

sSet(𝑋,H𝑜𝑚(𝑌, 𝑍 )) //

��

oo sSet(𝑋,H𝑜𝑚({𝑦}, 𝑍 ))

��
sSet({𝑥} × 𝑌, 𝑍 ) sSet(𝑋 × 𝑌, 𝑍 ) //oo sSet(𝑋 × {𝑦}, 𝑍 )

from which we see that 𝑓 corresponds, under 𝜗••, to a morphism 𝑋 × 𝑌 → 𝑍 of sSet
whose restriction to {𝑥} × 𝑌 and 𝑋 × {𝑦} both factor through 𝑧 : Δ0 → 𝑍 . Summing up,
we see that, under 𝜗••, the datum of a morphism𝑋 →H𝑜𝑚◦ (𝑌, 𝑍 ) of sSet◦ is equivalent
to that of a morphism 𝑋 ∧ 𝑌 → 𝑍 . The naturality of this correspondence follows from
the naturality of 𝜗••, whence (i).

(ii): The first four isomorphisms follow by a direct inspection of the constructions.
Next, say that 𝑋 = (𝑋, 𝑥), 𝑌 = (𝑌,𝑦), 𝑍 := (𝑍, 𝑧); by virtue of lemma 1.6.14, we have
cartesian squares of sSet◦ :

H𝑜𝑚◦ (𝑋,H𝑜𝑚(𝑌, 𝑍 )) //

��

Δ0

0𝑌𝑍
��

H𝑜𝑚(𝑌,H𝑜𝑚◦ (𝑋,𝑍 )) //

��

H𝑜𝑚(𝑌,Δ0) = Δ0

0𝑌𝑍
��

H𝑜𝑚(𝑋,H𝑜𝑚(𝑌, 𝑍 )) 𝛼 // H𝑜𝑚(𝑌, 𝑍 ) H𝑜𝑚(𝑌,H𝑜𝑚(𝑋,𝑍 ))
𝛽 // H𝑜𝑚(𝑌, 𝑍 )

with 𝛼 := H𝑜𝑚(𝑥,H𝑜𝑚(𝑌, 𝑍 )) and 𝛽 := H𝑜𝑚(𝑌, 𝑥∗). But the natural isomorphism

H𝑜𝑚(𝑋,H𝑜𝑚(𝑌, 𝑍 )) ∼−→H𝑜𝑚(𝑌,H𝑜𝑚(𝑋,𝑍 ))
identifies 𝛼 with 𝛽 , whence the fifth isomorphism of (ii).

For the last isomorphism, let us also write 𝑋 ∧ 𝑌 = (𝑋 ∧ 𝑌, (𝑥,𝑦)), and notice that,
for every 𝑛 ∈ N, the 𝑛-simplices of H𝑜𝑚◦ (𝑋 ∧ 𝑌, 𝑍 ) are naturally identified with the
morphisms Δ𝑛 × (𝑋 ∧ 𝑌 ) → 𝑍 of simplicial sets whose composition with Δ𝑛 × (𝑥,𝑦) :
Δ𝑛 × Δ0 ∼−→ Δ𝑛 → Δ𝑛 × (𝑋 ∧ 𝑌 ) equals Δ𝑛 → Δ0 𝑧−→ 𝑍 . By adjunction, these correspond
to the morphisms 𝑋 ∧ 𝑌 → H𝑜𝑚(Δ𝑛, 𝑍 ) whose composition with (𝑥,𝑦) : Δ0 → 𝑋 ∧ 𝑌
equals the base point Δ0 → H𝑜𝑚(Δ𝑛, 𝑍 ) of H𝑜𝑚(Δ𝑛, 𝑍 ). So, by virtue of (i), the set of
𝑛-simplices of H𝑜𝑚◦ (𝑋 ∧ 𝑌, 𝑍 ) is naturally identified with :

sSet◦ (𝑋 ∧ 𝑌,H𝑜𝑚(Δ𝑛, 𝑍 )) ∼−→ 𝐴𝑛 := sSet◦ (𝑋,H𝑜𝑚◦ (𝑌,H𝑜𝑚(Δ𝑛, 𝑍 ))).
On the other hand, the 𝑛-simplices of H𝑜𝑚◦ (𝑋,H𝑜𝑚◦ (𝑌, 𝑍 )) are naturally identified
with the morphisms Δ𝑛 × 𝑋 → H𝑜𝑚◦ (𝑌, 𝑍 ) of simplicial sets whose composition with
Δ𝑛 ×𝑥 : Δ𝑛 ×Δ0 ∼−→ Δ𝑛 → Δ𝑛 ×𝑋 equals Δ𝑛 → Δ0 0𝑌𝑍−−−→H𝑜𝑚◦ (𝑌, 𝑍 ), and the adjunction
for the pair (− × Δ𝑛,H𝑜𝑚(Δ𝑛,−)) naturally identifies the latter with the set :

𝐵𝑛 := sSet◦ (𝑋,H𝑜𝑚(Δ𝑛,H𝑜𝑚◦ (𝑌, 𝑍 ))).
But by the foregoing, we have as well natural isomorphism of sSet◦ :

𝜔𝑛 : H𝑜𝑚◦ (𝑌,H𝑜𝑚(Δ𝑛, 𝑍 )) ∼−→H𝑜𝑚(Δ𝑛,H𝑜𝑚◦ (𝑌, 𝑍 )) ∀𝑛 ∈ N
and it is easily seen that the induced system (sSet◦ (𝑋,𝜔𝑛) : 𝐴𝑛 ∼−→ 𝐵𝑛 | 𝑛 ∈ N) translates
as the last sought isomorphism of (ii).

(iii) follows by inspecting the definitions. □

Corollary 2.1.17. For every 𝑋,𝑌 ∈ Ob(sSet◦) we have natural identifications :

H𝑜𝑚◦ (𝑋,𝑌 )𝑛 ∼−→ sSet◦ ((Δ𝑛)◦ ∧ 𝑋,𝑌 ) ∀𝑛 ∈ N.
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Proof. Indeed, the adjunction for the pair ((−)◦, t) yields natural identifications :
H𝑜𝑚◦ (𝑋,𝑌 )𝑛 ∼−→ sSet(Δ𝑛, t(H𝑜𝑚◦ (𝑋,𝑌 ))) ∼−→ sSet◦ ((Δ𝑛)◦,H𝑜𝑚◦ (𝑋,𝑌 ))

∼−→H𝑜𝑚◦ ((Δ𝑛)◦,H𝑜𝑚◦ (𝑋,𝑌 ))0
and on the other hand, proposition 2.1.16(ii) yields the natural identifications :

H𝑜𝑚◦ ((Δ𝑛)◦,H𝑜𝑚◦ (𝑋,𝑌 ))0 ∼−→H𝑜𝑚◦ ((Δ𝑛)◦ ∧ 𝑋,𝑌 )0 ∼−→ sSet◦ ((Δ𝑛)◦ ∧ 𝑋,𝑌 )
whence the corollary. □

2.2. Cellular filtrations. This section presents an axiomatic treatment of some argu-
ments from Gabriel-Zisman’s classical book [6]. The interest of this axiomatic treatment
is that it makes these arguments available in more general situations.

Definition 2.2.1. An Eilenberg-Zilber category is a datum

(A★, 𝑑) := (A ,A+,A−, 𝑑)
where A is a small category, A+,A− ⊂ A are subcategories with Ob(A+) = Ob(A−) =
Ob(A ), and 𝑑 : Ob(A ) → N is a map verifying the following conditions :
(EZ0) Every isomorphism of A is an identity morphism.
(EZ1) If𝑎 → 𝑏 is amorphism inA+ (resp. inA−) that is not an identity, then𝑑 (𝑎) < 𝑑 (𝑏)

(resp. 𝑑 (𝑎) > 𝑑 (𝑏)).
(EZ2) Any morphism 𝑢 of A has a factorization 𝑢 = 𝑖 ◦ 𝑝 with 𝑝 in A− and 𝑖 in A+.
(EZ3) For every morphism 𝑝 : 𝑎 → 𝑏 of A− there exists 𝑠 ∈ A (𝑏, 𝑎) that is a section of

𝑝 , i.e. such that 𝑝 ◦ 𝑠 = 1𝑏 ; moreover, any two morphisms 𝑝, 𝑝′ : 𝑎 ⇒ 𝑏 in A−
having the same set of sections in A are equal.

We shall say that an object 𝑎 of A is of dimension 𝑛 if 𝑑 (𝑎) = 𝑛.

Example 2.2.2. (i) ∆ is an Eilenberg-Zilber category, with ∆+ (resp. ∆−) the subcategory
of monomorphisms (resp. epimorphisms), and 𝑑 ( [𝑛]) := 𝑛 for all 𝑛 ∈ N.

(ii) If (A★, 𝑑) is an Eilenberg-Zilber category, and if 𝐹 is any presheaf on A , we get
an induced Eilenberg-Zilber structure on A /𝐹 : namely, if the functor 𝜓𝐹 : A /𝐹 → A
is defined as in §1.7, we set (A /𝐹 )+ := A+ ×A A /𝐹 and (A /𝐹 )− := A− ×A A /𝐹 , i.e. :

Mor((A /𝐹 )+) := 𝜓 −1𝐹 (Mor(A+)) and Mor((A /𝐹 )−) := 𝜓 −1𝐹 (Mor(A−)) .
Then we set 𝑑 (𝑎, 𝑠) := 𝑑 (𝑎) for every (𝑎, 𝑠) ∈ Ob(A /𝐹 ). Indeed, axioms (EZ0), (EZ1)
and (EZ2) trivially hold for ((A /𝐹 )★, 𝑑). Lastly, let 𝑝 : (𝑎, 𝑠) → (𝑏, 𝑡) be a morphism of
(A /𝐹 )− and 𝑖 : 𝑏 → 𝑎 a morphism of A with 𝑝 ◦ 𝑖 = 1𝑏 ; then 𝑖∗ (𝑠) = 𝑖∗𝑝∗ (𝑡) = 𝑡 , so
𝑖 : (𝑏, 𝑡) → (𝑎, 𝑠) is a section of 𝑝 in A /𝐹 , whence (EZ3).
(iii) If (A★, 𝑑A ) and (B★, 𝑑B) are two Eilenberg-Zilber categories, the product A ×B

carries a natural Eilenberg-Zilber structure, such that (A × B)★ := A★ × B★ for all
★ ∈ {+,−}, and with 𝑑 (𝑎, 𝑏) := 𝑑A (𝑎) + 𝑑B (𝑏) for all (𝑎, 𝑏) ∈ Ob(A ×B).

Definition 2.2.3. (i) Let (A★, 𝑑) be an Eilenberg-Zilber category, 𝑋 a presheaf on A ,
and 𝑥 a section of 𝑋 over some 𝑎 ∈ Ob(A ). We say that 𝑥 is degenerate if there exists a
morphism 𝜎 : 𝑎 → 𝑏 of A with 𝑑 (𝑎) > 𝑑 (𝑏), and 𝑦 ∈ 𝑋𝑏 such that 𝑥 = 𝜎∗ (𝑦). The pair
(𝜎,𝑦) shall be called a decomposition of 𝑥 .

(ii) For every 𝑛 ∈ Z, we denote by :

𝑆𝑘𝑛 (𝑋 )
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the maximal subpresheaf of 𝑋 such that for every 𝑏 ∈ Ob(A ) with 𝑑 (𝑏) > 𝑛, all the
sections of 𝑆𝑘𝑛 (𝑋 ) over 𝑏 are degenerate. Notice that 𝑆𝑘𝑛 (𝑋 ) = ∅ if 𝑛 < 0. It is easily
seen that every morphism of presheaves 𝑓 : 𝑋 → 𝑌 induces by restriction a morphism

𝑆𝑘𝑛 (𝑓 ) : 𝑆𝑘𝑛 (𝑋 ) → 𝑆𝑘𝑛 (𝑌 ).
So, the rules : 𝑋 ↦→ 𝑆𝑘𝑛 (𝑋 ) and 𝑓 ↦→ 𝑆𝑘𝑛 (𝑓 ) yield a well-defined functor 𝑆𝑘𝑛 : Â → Â .

(iii) For every 𝑎 ∈ Ob(A ), the boundary of the presheaf ℎ𝑎 represented by 𝑎 is :
𝜕ℎ𝑎 := 𝑆𝑘𝑑 (𝑎)−1 (ℎ𝑎).

Remark 2.2.4. Notice also that :
ℎ𝑎 = 𝑆𝑘𝑑 (𝑎) (ℎ𝑎) ∀𝑎 ∈ Ob(A ).

Indeed, for every 𝑏 ∈ Ob(A ) with 𝑑 (𝑏) > 𝑑 (𝑎) and every 𝑢 ∈ ℎ𝑎 (𝑏) we have 𝑢 = 𝑢∗ (1𝑎),
so any such 𝑢 is a degenerate section of ℎ𝑎 .

Lemma 2.2.5. (Eilenberg-Zilber) Let (A★, 𝑑) be an Eilenberg-Zilber category,𝑋 a presheaf
on A , and 𝑥 a degenerate section of 𝑋 over some 𝑎 ∈ Ob(A ). Then there exists a unique
decomposition (𝜎,𝑦) of 𝑥 such that 𝜎 is a morphism of A− and 𝑦 is non-degenerate.

Proof. For every decomposition (𝜏 : 𝑎 → 𝑏, 𝑧) of 𝑥 , let us set 𝑑 (𝜏, 𝑧) := 𝑑 (𝑏), and let us
denote by Σ the set of decompositions (𝜏, 𝑧) of 𝑥 such that 𝜏 lies in A− .

Claim 2.2.6. For every decomposition (𝜏, 𝑧) of 𝑥 there exists (𝜏 ′, 𝑧′) ∈ Σ with 𝑑 (𝜏 ′, 𝑧′) ≤
𝑑 (𝜏, 𝑧).
Proof: By (EZ2) we have 𝜏 = 𝑖 ◦ 𝑝 for some morphism 𝑝 : 𝑎 → 𝑐 of A− and 𝑖 : 𝑐 → 𝑏

of A+; notice that 𝑝 ≠ 1𝑎 , since otherwise we would have 𝑑 (𝑎) = 𝑑 (𝑐) < 𝑑 (𝑏). Then
(𝑝, 𝑖∗ (𝑧)) ∈ Σ, and 𝑑 (𝑝, 𝑖∗ (𝑧)) = 𝑑 (𝑐) ≤ 𝑑 (𝜏, 𝑧). 3

Hence, let (𝜎 ;𝑎 → 𝑏,𝑦) ∈ Σ such that 𝑑 (𝜎,𝑦) = min{𝑑 (𝜏, 𝑧) | (𝜏, 𝑧) ∈ Σ}. Then 𝑦
must be non-degenerate, due to claim 2.2.6 and the minimality of 𝑑 (𝜎,𝑦). It remains to
check the uniqueness property of (𝜎,𝑦). However, let (𝜎 ′ : 𝑎 → 𝑏′, 𝑦′) ∈ Σ be another
decomposition with 𝑑 (𝑏) = 𝑑 (𝑏′); by (EZ3) we have a morphism 𝑖 : 𝑏 → 𝑎 with 𝜎 ◦ 𝑖 = 1𝑏 ,
and we set 𝑢 := 𝜎 ′ ◦ 𝑖 : 𝑏 → 𝑏′. Then :

𝑢∗ (𝑦′) = 𝑖∗ ◦ 𝜎 ′∗ (𝑦′) = 𝑖∗ (𝑥) = 𝑖∗ ◦ 𝜎∗ (𝑦) = 𝑦.
Next, by (EZ2) we have a factorization 𝑢 = 𝑗 ◦ 𝑝 with 𝑝 : 𝑏 → 𝑒 in A− and 𝑗 : 𝑒 → 𝑏′

in A+; if 𝑝 ≠ 1𝑏 , then 𝑑 (𝑏) > 𝑑 (𝑒), by (EZ1); but since (𝑝 ◦ 𝜎 : 𝑎 → 𝑒, 𝑗∗ (𝑦′)) ∈ Σ, this
would contradict the minimality of 𝑑 (𝑏). Hence 𝑝 = 1𝑏 , and then 𝑗 = 1𝑏 as well, again
by (EZ1), since 𝑑 (𝑏) = 𝑑 (𝑏′). Thus, 𝑢 = 1𝑏 , so that 𝑏 = 𝑏′ and 𝑦 = 𝑦′. Morever, it follows
that 𝜎 ′ ◦ 𝑖 = 1𝑏 , i.e. 𝑖 is a section of 𝜎 ′ as well; symmetrically, every section of 𝜎 ′ is also a
section of 𝜎 , and then 𝜎 = 𝜎 ′, by (EZ3). □

Example 2.2.7. (i) Let 𝑋 be any simplicial set, i.e. a presheaf on the Eilenberg-Zilber
category (∆,∆+,∆−, 𝑑) of example 2.2.2(i); it follows easily from lemma 2.2.5 that the
degenerate sections of 𝑋 in any degree 𝑛 ∈ N are precisely the 𝑛-simplices of 𝑋 that are
in the image of some degeneracy map 𝜎𝑛𝑖 .

(ii) Let (A★, 𝑑A ) and (B★, 𝑑B) be two Eilenberg-Zilber categories, 𝑋 ∈ Ob(Â ), 𝑌 ∈
Ob(B̂), and endow A ×B with the Eilenberg-Zilber category structure as in example
2.2.2(iii). With the notation of remark 1.6.4(iv) and example 1.8.11(ii), we have :

𝑆𝑘𝑛 (𝑋 ⊠ 𝑌 ) =
⋃
𝑖+𝑗=𝑛

𝑆𝑘𝑖 (𝑋 ) ⊠ 𝑆𝑘 𝑗 (𝑌 ) ∀𝑛 ∈ N
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Especially, in view of remark 2.2.4, we deduce:

𝜕(ℎ (𝑎,𝑏 ) ) = 𝜕ℎ𝑎 ⊠ ℎ𝑏 ∪ ℎ𝑎 ⊠ 𝜕ℎ𝑏 ∀(𝑎, 𝑏) ∈ Ob(A ×B).

Theorem 2.2.8. Let (A★, 𝑑) be an Eilenberg-Zilber category, 𝑋 ⊂ 𝑌 two presheaves over
A , and 𝑛 ∈ N. We have a cocartesian diagram in Â :

(∗)

⊔
𝑎∈𝑑−1 (𝑛) (𝜕ℎ𝑎) (Σ𝑎 ) //

��

𝑋 ∪ 𝑆𝑘𝑛−1 (𝑌 )

��⊔
𝑎∈𝑑−1 (𝑛) ℎ

(Σ𝑎 )
𝑎

// 𝑋 ∪ 𝑆𝑘𝑛 (𝑌 )

where Σ𝑎 := 𝑌𝑎 \ (𝑆𝑘𝑛−1 (𝑌 )𝑎 ∪𝑋𝑎) for every 𝑎 ∈ 𝑑−1 (𝑛), and with vertical arrows given by
the natural inclusions (the copower (−) (Σ𝑎 ) is as in §1.2.14).

Proof. Explicitly, for every 𝑎 ∈ 𝑑−1 (𝑛) and every 𝑦 ∈ Σ𝑎 we have, by Yoneda’s lemma,
a unique morphism 𝑓 𝑦 : ℎ𝑎 → 𝑌 of Â such that 1𝑎 ↦→ 𝑦, and in light of remark 2.2.4,
the image of 𝑓 𝑦 lands in the subpresheaf 𝑆𝑘𝑛 (𝑌 ); also, the restriction 𝑔𝑦 : 𝜕ℎ𝑎 → 𝑌 of
𝑓 𝑦 obviously has image in 𝑆𝑘𝑛−1 (𝑌 ), and the upper (resp. lower) horizontal arrows of (∗)
are the disjoint union of these morphisms 𝑔𝑦 (resp. 𝑓 𝑦). The commutativity of (∗) is then
immediate. Now, let 𝑍 be any presheaf on A , and 𝑋 ∪ 𝑆𝑘𝑛−1 (𝑌 )

𝑢−→ 𝑍
𝑣←− ⊔

𝑎∈𝑑−1 (𝑛) ℎ
(Σ𝑎 )
𝑎

two morphisms of Â that agree on
⊔
𝑎∈𝑑−1 (𝑛) (𝜕ℎ𝑎) (Σ𝑎 ) . Hence, 𝑣 is equivalent to the

datum of a system :
(𝑧𝑦 | 𝑎 ∈ 𝑑−1 (𝑛), 𝑦 ∈ Σ𝑎) with 𝑧𝑦 ∈ 𝑍𝑎 ∀𝑎 ∈ 𝑑−1 (𝑛),∀𝑦 ∈ Σ𝑎

and every 𝑧𝑦 corresponds to a unique morphism 𝑣𝑦 : ℎ𝑎 → 𝑍 . We define a morphism𝑤 :
𝑋 ∪𝑆𝑘𝑛 (𝑌 ) → 𝑍 as follows. Let 𝑎 ∈ Ob(A ) and 𝑦 ∈ 𝑋𝑎 ∪𝑆𝑘𝑛 (𝑌 )𝑎 ; if 𝑦 ∈ 𝑋𝑎 ∪𝑆𝑘𝑛−1 (𝑌 )𝑎 ,
we set 𝑤𝑎 (𝑦) := 𝑢𝑎 (𝑦). If 𝑦 ∉ 𝑋𝑎 ∪ 𝑆𝑘𝑛−1 (𝑌 )𝑎 , then we must have 𝑑 (𝑎) ≥ 𝑛; if 𝑑 (𝑎) = 𝑛,
then 𝑦 ∈ Σ𝑎 , and we set 𝑤𝑎 (𝑦) := 𝑧𝑦 . Lastly, if 𝑑 (𝑎) > 𝑛, then 𝑦 is a degenerate section
of 𝑌𝑎 , so there exists a unique decomposition (𝜎, 𝑠) of 𝑦 where 𝜎 : 𝑎 → 𝑐 is a morphism
of A− and 𝑠 is non-degenerate (lemma 2.2.5); but notice that 𝑑 (𝑐) = 𝑛 and 𝑠 ∉ 𝑋𝑐 , since
otherwise we would have 𝑦 ∈ 𝑋𝑎 ∪𝑆𝑘𝑛−1 (𝑌 )𝑎 . Hence, in this case we let𝑤𝑎 (𝑦) := 𝜎∗ (𝑧𝑠 ).
• We need to check that the rule : 𝑎 ↦→ 𝑤𝑎 yields a morphism 𝑋 ∪ 𝑆𝑘𝑛 (𝑌 ) → 𝑍

of presheaves. Hence, let 𝑡 : 𝑏 → 𝑎 be any morphism in A , and 𝑦 ∈ 𝑋𝑎 ∪ 𝑆𝑘𝑛 (𝑌 )𝑎 ; if
𝑦 ∈ 𝑋𝑎 ∪ 𝑆𝑘𝑛−1 (𝑌 )𝑎 , then 𝑡∗ (𝑦) ∈ 𝑋𝑏 ∪ 𝑆𝑘𝑛−1 (𝑌 )𝑏 , so 𝑤𝑏 (𝑡∗ (𝑦)) = 𝑢𝑏 (𝑡∗ (𝑦)) = 𝑡∗𝑢𝑎 (𝑦) =
𝑡∗ (𝑤𝑎 (𝑦)), as required. In case 𝑦 ∉ 𝑋𝑎 ∪ 𝑆𝑘𝑛−1 (𝑌 )𝑎 , in view of (EZ2), we may consider
separately the cases where 𝑡 lies in A+ and in A− , and clearly we may suppose as well
that 𝑡 ≠ 1𝑎 . Suppose first that 𝑑 (𝑎) = 𝑛 and that 𝑡 lies in A+, so that 𝑑 (𝑏) < 𝑛 by (EZ1);
then 𝑤𝑎 (𝑦) = 𝑧𝑦 and 𝑡∗ (𝑦) ∈ 𝑆𝑘𝑛−1 (𝑌 ), whence 𝑤𝑏 (𝑡∗ (𝑦)) = 𝑢𝑏 (𝑡∗ (𝑦)) = 𝑡∗ (𝑢𝑎 (𝑦)). On
the other hand, we have :
𝑡∗ (𝑤𝑎 (𝑦)) = 𝑡∗ (𝑣𝑦𝑎 (1𝑎)) = 𝑣

𝑦

𝑏
(𝑡∗ (1𝑎)) = 𝑢𝑏 ◦ 𝑔𝑦𝑏 (𝑡

∗ (1𝑎)) = 𝑡∗ (𝑢𝑎 ◦ 𝑓 𝑦𝑎 (1𝑎)) = 𝑡∗ (𝑢𝑎 (𝑦))

since 𝑡∗ (1𝑎) ∈ (𝜕ℎ𝑎)𝑏 and since 𝑢 and 𝑣 agree on
⊔
𝑎∈𝑑−1 (𝑛) (𝜕ℎ𝑎) (Σ𝑎 ) .

• If 𝑑 (𝑎) = 𝑛 and 𝑡 lies in A− , then 𝑑 (𝑏) > 𝑛 and (𝑡, 𝑦) is the unique decomposition of
𝑡∗ (𝑦) provided by lemma 2.2.5, so that the sought identity 𝑡∗ (𝑤𝑎 (𝑦)) = 𝑤𝑏 (𝑡∗ (𝑦)) holds
by definition of𝑤𝑏 .
• Lastly, if 𝑑 (𝑎) > 𝑛, let (𝜎 : 𝑎 → 𝑐, 𝑠) be as in the foregoing; by (EZ2) we may write

𝜎 ◦ 𝑡 = 𝑖 ◦ 𝑝 , where 𝑝 lies in A− and 𝑖 lies in A+. By construction :
𝑡∗ (𝑤𝑎 (𝑦)) = 𝑡∗ ◦ 𝜎∗ (𝑧𝑠 ) = 𝑝∗ ◦ 𝑖∗ (𝑧𝑠 ) = 𝑝∗ ◦ 𝑖∗ (𝑤𝑐 (𝑠))
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and 𝑤𝑏 (𝑡∗ (𝑠)) = 𝑤𝑏 (𝑝∗ ◦ 𝑖∗ (𝑠)), so we are reduced to checking the sought identity for
𝑡 = 𝑖 and 𝑡 = 𝑝; both these cases are already known, by the foregoing. It is clear that
𝑤 is the unique morphism that restricts to 𝑢 and 𝑣 on 𝑋 ∪ 𝑆𝑘𝑛−1 (𝑌 ) and respectively⊔
𝑎∈𝑑−1 (𝑛) ℎ

(Σ𝑎 )
𝑎 , so the proof is concluded. □

Definition 2.2.9. Let A be a small category, and Σ ⊂ Ob(Â ). We say that Σ is saturated
by monomorphisms, if the following holds :

(a) For any small family (𝐹𝑖 | 𝑖 ∈ 𝐼 ) of elements of Σ, we have
⊔
𝑖∈𝐼 𝐹𝑖 ∈ Σ.

(b) For any cocartesian square of Â whose vertical arrows are monomorphisms :

𝐹 //

��

𝐹 ′

��
𝐺 // 𝐺 ′

and with 𝐹, 𝐹 ′,𝐺 ∈ Σ, we have 𝐺 ′ ∈ Σ.
(c) For any sequence of monomorphisms of Â :

𝐹0 → 𝐹1 → 𝐹2 → · · ·

such that 𝐹𝑖 ∈ Σ for every 𝑖 ∈ N, we have ⋃𝑖∈N 𝐹𝑖 ∈ Σ.

Corollary 2.2.10. Let (A★, 𝑑) be an Eilenberg-Zilber category, and Σ ⊂ Ob(Â ) a class
saturated by monomorphism. If Σ contains all representable presheaves, then Σ = Ob(Â ).

Proof. Let 𝑌 be a presheaf on A ; we apply theorem 2.2.8 with 𝑋 = ∅. Then, for every
𝑛 ∈ N we have a cocartesian square :⊔

𝑎∈𝑑−1 (𝑛) (𝜕ℎ𝑎) (Σ𝑎 ) //

��

𝑆𝑘𝑛−1 (𝑌 )

��⊔
𝑎∈𝑑−1 (𝑛) ℎ

(Σ𝑎 )
𝑎

// 𝑆𝑘𝑛 (𝑌 )

with Σ𝑎 := 𝑌𝑎 \ 𝑆𝑘𝑛−1 (𝑌 )𝑎 for every 𝑎 ∈ 𝑑−1 (𝑛). Let us check by induction on 𝑛 that each
𝑆𝑘𝑛 (𝑌 ) lies in Σ. For 𝑛 = 0, we have 𝜕ℎ𝑎 = 𝑆𝑘−1 (𝑌 ) = ∅, so 𝑆𝑘0 (𝑌 ) is the coproduct of a
small family of representable presheaves, so it lies in Σ.

Suppose next that 𝑛 > 0, and that the assertion is already known for 𝑛−1; then the top
row of the diagram consists of elements of Σ, since 𝜕ℎ𝑎 = 𝑆𝑘𝑛−1 (𝜕ℎ𝑎). The same holds for
the lower left corner, so also for 𝑆𝑘𝑛 (𝑌 ). Now, 𝑌 =

⋃
𝑛∈N 𝑆𝑘𝑛 (𝑌 ), so 𝑌 ∈ Σ. □

Corollary 2.2.11. Let (A★, 𝑑) be an Eilenberg-Zilber category, such that each representable
presheaf over A has finitely many non-degenerate sections. Then, for every presheaf 𝐹
which has only finitely many non-degenerate sections, the functor

Â (𝐹,−) : Â → Set 𝐺 ↦→ Â (𝐹,𝐺)

preserves all small filtered colimits.

Proof. Let Σ ⊂ Ob(Â ) be the class of all presheaves 𝑋 such that the functor Â (𝑋,−)
preserves filtered colimits. Let us check first that Σ is stable under finite colimits. Indeed,
let 𝑋• : 𝐼 → Â be a functor from a finite category 𝐼 , such that 𝑋𝑖 ∈ Σ for all 𝑖 ∈ Ob(𝐼 ),
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and let 𝐺• : 𝐽 → Â be a functor from a small filtered category 𝐽 ; we need to check that
the natural map :

(∗) lim
−→
𝑗 ∈ 𝐽

Â (lim
−→
𝑖∈𝐼

𝑋𝑖 , 𝑌𝑗 ) → Â (lim
−→
𝑖∈𝐼

𝑋𝑖 , lim−→
𝑗 ∈ 𝐽

𝑌𝑗 )

is bijective. However, it is easily seen that the natural map :

(†) Â (lim
−→
𝑖∈𝐼

𝑋𝑖 , 𝑌𝑗 ) → lim
←−
𝑖∈𝐼

Â (𝑋𝑖 , 𝑌𝑗 )

is bijective for every 𝑗 ∈ Ob(𝐽 ); on the other hand, since filtered colimits commute with
finite limits in the category of sets, the natural map :

(††) lim
−→
𝑗 ∈ 𝐽

lim
←−
𝑖∈𝐼

Â (𝑋𝑖 , 𝑌𝑗 ) → lim
←−
𝑖∈𝐼

lim
−→
𝑗 ∈ 𝐽

Â (𝑋𝑖 , 𝑌𝑗 )

is bijective as well, and by assumption, the natural map :

(† † †) lim
−→
𝑗 ∈ 𝐽

Â (𝑋𝑖 , 𝑌𝑗 ) → Â (𝑋𝑖 , lim−→
𝑗 ∈ 𝐽

𝑌𝑗 )

is bijective for every 𝑖 ∈ Ob(𝐼 ). Lastly, it is easily seen that by combining (†), (††) and
(† † †) we get the map (∗), so the latter is a bijection, as sought.

Now, let 𝐹 be a presheaf on A with only finitely many non-degenerate sections; by
applying theorem 2.2.8 with 𝑌 = 𝐹 and 𝑋 = ∅, we deduce that 𝐹 = 𝑆𝑘𝑛 (𝐹 ) for some
𝑛 ∈ Z, and we argue by induction on 𝑛. If 𝑛 < 0, then 𝐹 = ∅, and the assertion is clear,
since a filtered colimit of sets of one element is a set of one element. If 𝑛 ≥ 0, theorem
2.2.8 yields a cocartesian diagram in Â :⊔

𝑎∈𝑑−1 (𝑛) (𝜕ℎ𝑎) (Σ𝑎 ) //

��

𝑆𝑘𝑛−1 (𝐹 )

��⊔
𝑎∈𝑑−1 (𝑛) ℎ

(Σ𝑎 )
𝑎

// 𝑆𝑘𝑛 (𝐹 )

where Σ𝑎 := 𝐹𝑎 \ 𝑆𝑘𝑛−1 (𝐹 )𝑎 is a finite set for every 𝑎 ∈ 𝑑−1 (𝑛). By inductive assumption,
the presheaves

⊔
𝑎∈𝑑−1 (𝑛) (𝜕ℎ𝑎) (Σ𝑎 ) and 𝑆𝑘𝑛−1 (𝐹 ) lie in Σ, hence, by the foregoing, we are

reduced to checking that the same holds for
⊔
𝑎∈𝑑−1 (𝑛) ℎ

(Σ𝑎 )
𝑎 .

We are then easily reduced to checking that ℎ𝑎 lies in Σ for every 𝑎 ∈ Ob(A ); but
Yoneda’s lemma identifies the functor Â (ℎ𝑎,−) with the evaluation functor : 𝐺 ↦→ 𝐺𝑎 ,
and the latter commutes with all representable colimits. □

Example 2.2.12. (i) Let 𝐴 be a simplicial set that has finitely many non-degenerate
simplices. Then the functor

H𝑜𝑚(𝐴,−) : sSet→ sSet 𝑋 ↦→H𝑜𝑚(𝐴,𝑋 )

preserves all small filtered colimits. Indeed, since the colimits of sSet are computed
termwise (see §2.1.6), it suffices to check that the functor

sSet(Δ𝑛 ×𝐴,−) : sSet→ Set 𝑋 ↦→ sSet(Δ𝑛 ×𝐴,𝑋 )

preserves small filtered colimits for every 𝑛 ∈ N. Since Δ𝑛 × 𝐴 has finitely many non-
degenerate sections for every such 𝑛, this follows from corollary 2.2.11.
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(ii) Since the finite limits in sSet commute with all small filtered colimits, we easily
deduce from (i) and corollary 1.4.6(ii,iii) that for every pointed simplicial set 𝐴 := (𝐴, 𝑎)
such that 𝐴 has finitely many non-degenerate sections, the functor

H𝑜𝑚◦ (𝐴,−) : sSet◦ → sSet◦ 𝑋 ↦→H𝑜𝑚◦ (𝐴,𝑋 )

preserves all small filtered colimits.

2.3. Nerves. Recall that the category poSet of partially ordered sets can be regarded as
a full subcategory of the category Cat of all small categories (see §1.9.2). By restricting
such embedding to ∆, we get a fully faithful functor :

𝑖 : ∆→ Cat.

The nerve functor is defined as the evaluation at 𝑖 (notation of remark 1.6.6(iii)) :

𝑁 := 𝑖∗ : Cat→ sSet C ↦→ ([𝑛] ↦→ Cat( [𝑛],C )) .

Hence, we have a natural bijection :

𝜂0C : Ob(C ) ∼−→ 𝑁 (C )0
and for every 𝑛 ∈ N \ {0}, the 𝑛-simplexes of 𝑁 (C ) are the strings :

𝑥0
𝑓1−→ 𝑥1

𝑓2−→ · · ·
𝑓𝑛−→ 𝑥𝑛

of 𝑛 morphisms of C . Especially, we have a natural identification :

𝜂1C : Mor(C ) ∼−→ 𝑁 (C )1
such that :

𝑑11 ◦ 𝜂1C (𝑢) = 𝜂
0
C (𝑥) 𝑑01 ◦ 𝜂1C (𝑢) = 𝜂

0
C (𝑦) ∀𝑥,𝑦 ∈ Ob(C ),∀𝑢 ∈ C (𝑥,𝑦).

Remark 2.3.1. (i) From the foregoing description, we get a natural identification :

𝑁 (C op) ∼−→ 𝑁 (C )op

where 𝑁 (C )op denotes the front-to-back dual of 𝑁 (C ) as in §2.1.4.
(ii) Moreover, the composition law of the category C is determined by the datum of

𝑆𝑘2 (𝑁 (C )), as follows. Let 𝑥,𝑦, 𝑧 ∈ Ob(C ), 𝑢 ∈ C (𝑥,𝑦) and 𝑣 ∈ C (𝑦, 𝑧). Then we get the
2-simplex of 𝑁 (C ) :

𝜂2C (𝑢, 𝑣) := (𝑥
𝑢−→ 𝑦

𝑣−→ 𝑧) with 𝜂1C (𝑢) = 𝑑
2
2 (𝜂2C (𝑢, 𝑣)) 𝜂1C (𝑣) = 𝑑

0
2 (𝜂2C (𝑢, 𝑣))

and notice that in the category (i.e. in the partially ordered set) [2], we have −→12 ◦ −→01 = −→02;
it follows that :

(∗) 𝜂1C (𝑣 ◦ 𝑢) = 𝑑
1
2 (𝜂2C (𝑢, 𝑣)) .

(iii) A direct inspection of the definitions yields a natural identification :

𝜋0 (𝑁C ) ∼−→ 𝜋0 (C ) ∀C ∈ Ob(Cat)

where 𝜋0 (𝑁C ) is the set of connected components of the nerve ofC , defined as in §2.1.11,
and 𝜋0 (C ) is defined as in example 1.2.6.

Lemma 2.3.2. The nerve functor is fully faithful.
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Proof. Let 𝐹 : C → C ′ be any functor between small categories. By a simple inspection
we get commutative diagrams of sets :

Ob(C ) Ob(𝐹 ) //

𝜂0C
��

Ob(C ′)

𝜂0
C ′
��

C (𝑥,𝑦)
𝐹𝑥,𝑦 //

𝜂1C
��

C ′ (𝐹𝑥, 𝐹𝑦)

𝜂1
C ′
��

𝑁 (C )0
𝑁 (𝐹 )0 // 𝑁 (C ′) 𝑁 (C )1

𝑁 (𝐹 )1 // 𝑁 (C ′)1

∀𝑥,𝑦 ∈ Ob(C )

whence the faithfulness of𝑁 . Next, let𝑔 : 𝑁 (C ) → 𝑁 (C ′) be anymorphism of simplicial
sets. We define a functor𝐺 : C → C ′ as follows. The map Ob(𝐺) : Ob(C ) → Ob(C ′) is
induced by 𝑔0 : 𝑁 (C )0 → 𝑁 (C ′)0 via the identifications 𝜂0C and 𝜂0C ′ . Likewise, for every
𝑥,𝑦 ∈ Ob(C ), the map 𝐺𝑥,𝑦 : C (𝑥,𝑦) → C ′ (𝑓 (𝑥), 𝑓 (𝑦)) is induced by 𝑔1 : 𝑁 (C )1 →
𝑁 (C ′)1 via the identifications 𝜂1C and 𝜂1C ′ .

We need to check that 𝐺 (1𝑥 ) = 1𝐺𝑥 for every 𝑥 ∈ Ob(C ) and 𝐺 (𝑣 ◦ 𝑢) = 𝐺𝑣 ◦𝐺𝑢 for
every composable pair of morphisms 𝑥

𝑢−→ 𝑦
𝑣−→ 𝑧 of C . However, notice that :

𝑠00 (𝜂0C (𝑥)) = 𝜂
1
C (1𝑥 ) ∀𝑥 ∈ Ob(C ).

Since 𝑔1 ◦ 𝑠00 = 𝑠00 ◦𝑔0, we then get the first stated identity. For the second stated identity,
in light of identity (∗) of remark 2.3.1(ii) it suffices to notice that :

𝑔2 (𝜂2C (𝑢, 𝑣)) = 𝜂
2
C ′ (𝐺𝑢,𝐺𝑣)

and to recall that 𝑑12 ◦ 𝑔2 = 𝑔1 ◦ 𝑑12 .
Lastly, let us check that 𝑁 (𝐺) = 𝑔. To this aim, for every 𝑛 ∈ N \ {0} and every

𝑖 = 0, . . . , 𝑛 − 1, let 𝑡𝑖𝑛 : [1] → [𝑛] be the unique morphism of ∆ whose image is {𝑖, 𝑖 + 1}.
Now, let 𝑓• := (𝑥0

𝑓1−→ 𝑥1
𝑓2−→ · · ·

𝑓𝑛−→ 𝑥𝑛) be any 𝑛-simplex of 𝑁 (C ); notice that 𝑓• is
characterized as the unique 𝑛-simplex of 𝑁 (C ) such that 𝑡𝑖∗𝑛 (𝑓•) = 𝑓𝑖+1 for every 𝑖 =

0, . . . , 𝑛 − 1. Likewise, 𝐺𝑓• := (𝐺𝑥0
𝐺𝑓1−−→ 𝐺𝑥1

𝐺𝑓2−−→ · · ·
𝐺𝑓𝑛−−−→ 𝐺𝑥𝑛) is characterized as the

unique 𝑛-simplex of 𝑁 (C ′) with 𝑡𝑖∗𝑛 (𝐺𝑓•) = 𝐺𝑓𝑖+1 for every 𝑖 = 0, . . . , 𝑛 − 1. But we have :

𝑡𝑖∗𝑛 ◦ 𝑔𝑛 (𝑓•) = 𝑔1 ◦ 𝑡𝑖∗𝑛 (𝑓•) = 𝑔1 (𝑓𝑖+1) = 𝐺𝑓𝑖+1 ∀𝑖 = 0, . . . , 𝑛 − 1

whence 𝑔𝑛 (𝑓•) = 𝐺𝑓•, QED. This proves that 𝑁 is a full functor. □

2.3.3. Recall that the category Cat is cocomplete (proposition 1.10.4); by virtue of theo-
rem 1.7.5(i), the functor 𝑁 admits therefore a left adjoint

𝜏 := 𝑖! : sSet→ Cat.

Then 𝑁 preserves all representable limits of Cat ([13, Prop.2.49(i)]), and for every small
category C , the counit of adjunction is an isomorphism of categories :

𝜏 ◦ 𝑁 (C ) ∼−→ C

in view of lemma 2.3.2 and [13, Prop.2.16(iii)]. Notice also that :

𝑁 ( [𝑛]) = Δ𝑛 ∀𝑛 ∈ N.

Lemma 2.3.4. For every simplicial set 𝑋 we have natural bijections :

𝑋0
∼−→ Ob(𝜏𝑋 ) and 𝜋0 (𝑋 ) ∼−→ 𝜋0 (𝜏𝑋 ).
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Proof. Recall that the functor Ob : Cat→ Set is left adjoint to the functor ch : Set→ Cat
that assigns to every set 𝑆 the chaotic category structure on 𝑆 (see remark 1.2.7); hence
Ob ◦ 𝜏 : sSet → Set is left adjoint to the functor 𝑁 ◦ ch : Set → sSet. The latter assigns
to every set 𝑆 the simplicial set 𝑆• whose set of 𝑛-simplices is 𝑆𝑛+1 = Set( [𝑛], 𝑆), for
every 𝑛 ∈ N, whose face and degeneracy maps are induced by the corresponding face
and degeneracy morphisms 𝜕𝑛𝑖 and 𝜎𝑛𝑖 in the category 𝚫, in the obvious way. Notice then
that the 𝑛-simplices of 𝑆• are determined uniquely by their images under the canonical
projections (𝜋𝑛𝑖 : 𝑆𝑛+1 → 𝑆 | 𝑖 = 0, . . . , 𝑛); moreover, each 𝜋𝑛𝑖 : Set( [𝑛], 𝑆) → Set( [0], 𝑆)
is induced by the morphism 𝑗𝑛𝑖 : [0] → [𝑛] such that 0 ↦→ 𝑖 . It follows easily that every
morphism 𝑢 : 𝑋 → 𝑆• of simplicial sets is of the form :

(∗) 𝑥 ↦→ (𝑢0 ◦ 𝑗𝑛∗0 𝑥, . . . , 𝑢0 ◦ 𝑗𝑛∗𝑛 𝑥) ∀𝑛 ∈ N,∀𝑥 ∈ 𝑋𝑛
where 𝑗𝑛∗𝑖 : 𝑋𝑛 → 𝑋0 is the map induced by 𝑗𝑛𝑖 , for every 𝑖 = 0, . . . , 𝑛. Conversely, every
map 𝑢0 : 𝑋0 → 𝑆 determines a unique morphism 𝑋 → 𝑆• of sSet, via the rule (∗) : the
details are left to the reader. Summing up, this shows that the evaluation functor

e0 : sSet→ Set 𝑋 ↦→ 𝑋0 (𝑋 𝑣−→ 𝑌 ) ↦→ (𝑋0
𝑣0−→ 𝑌0)

is another left adjoint to the functor 𝑁 ◦ ch, and thus is isomorphic to Ob ◦ 𝜏 (see §1.6.7).
Next, recall that 𝜋0 : Cat → Set is left adjoint to the functor dis : Set → Cat that

assigns to every set 𝑆 the discrete category whose set of objects is 𝑆 (remark 1.2.7). Hence
𝜋0 ◦ 𝜏 : sSet → Set is left adjoint to 𝑁 ◦ dis : Set → sSet; but it is easily seen that
𝑁 ◦ dis = c

𝚫
op (notation of §2.1.11), so 𝜋0 ◦ 𝜏 is isomorphic to 𝜋0 : sSet→ Set. □

Remark 2.3.5. Notice that the counit for the adjoint pair (e0, 𝑁 ◦ch) assigns to every set 𝑆
the identity map 1𝑆 : (𝑁 ◦ ch(𝑆))0 ∼−→ 𝑆 . Also, let 𝜂1• (resp. 𝜂2•) be the unit for the adjoint
pair (𝜏, 𝑁 ) (resp. for the adjoint pair (Ob, ch)); then the composition of the respective
adjunctions is an adjunction for the pair (Ob ◦ 𝜏, 𝑁 ◦ ch), whose unit is given by

𝜂𝑋 : 𝑋
𝜂1
𝑋−−→ 𝑁 ◦ 𝜏 (𝑋 )

𝑁 (𝜂2
𝜏𝑋
)

−−−−−−→ 𝑁 ◦ ch ◦ Ob ◦ 𝜏 (𝑋 ) ∀𝑋 ∈ Ob(sSet).

By remark 1.6.11(ii), the isomorphism e0 ∼−→ Ob ◦ 𝜏 of lemma 2.3.4 is then given by

𝜂𝑋,0 := e0 (𝜂𝑋 ) : 𝑋0
∼−→ Ob ◦ 𝜏 (𝑋 ) ∀𝑋 ∈ Ob(sSet).

However, notice as well that e0 ◦ 𝑁 = Ob and Ob(𝜂2C ) = 1Ob(C ) for every small category
C ; hence the isomorphism 𝜂𝑋,0 coincides with

e0 ★𝜂1• : e0 ∼−→ Ob ◦ 𝜏 .

Example 2.3.6. As an application, we deduce a natural isomorphism of sSet :

H𝑜𝑚(𝑁B, 𝑁C ) ∼−→ 𝑁 (C B) ∀B,C ∈ Ob(Cat).

Indeed, for every 𝑛 ∈ N we have natural identifications :

H𝑜𝑚(𝑁B, 𝑁C )𝑛 = sSet(Δ𝑛×𝑁B, 𝑁C ) ∼−→ sSet(𝑁 ( [𝑛]×B), 𝑁C ) ∼−→ Cat( [𝑛]×B,C )

since 𝑁 preserves products (§2.3.3), and by virtue of lemma 2.3.2. On the other hand, by
§1.3.3 (and again lemma 2.3.2) we have natural identifications :

Cat( [𝑛] ×B,C ) ∼−→ Cat( [𝑛],C B) ∼−→ sSet(Δ𝑛, 𝑁 (C B)) ∼−→ 𝑁 (C B)𝑛
from which the sought isomorphism follows easily.



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 100

2.3.7. For every finite totally ordered set 𝐸, we let

Δ𝐸 := 𝑁 (𝐸).
Thus, Δ[𝑛] = Δ𝑛 for every 𝑛 ∈ N. Every morphism of finite totally ordered sets 𝜙 : 𝐸 → 𝐹

induces a morphism of simplicial sets

Δ𝜙 := 𝑁 (𝜙) : Δ𝐸 → Δ𝐹 .

In particular, every subset 𝐸′ ⊂ 𝐸 is still totally ordered for the order induced by 𝐸, so we
get an induced inclusion Δ𝐸

′ ⊂ Δ𝐸 of simplicial sets, and we say that Δ𝐸′ is a face of Δ𝐸 .
• With this notation, we define the boundary of Δ𝐸 as the simplicial set :

𝜕Δ𝐸 :=
⋃
𝐸′⊊𝐸

Δ𝐸
′ ⊂ Δ𝐸

(see example 1.8.11(ii) for the union of presheaves). If the cardinality of 𝐸 is 𝑛, notice that
𝜕Δ𝐸 = 𝑆𝑘𝑛−1 (Δ𝐸), so this notation agrees with that of definition 2.2.3(iii).
• For every 𝑘, 𝑛 ∈ N with 𝑘 ≤ 𝑛 ≠ 0, we define the 𝑘-th horn of Δ𝑛 as :

Λ𝑛
𝑘
:=

⋃
𝑘∈𝐸⊊[𝑛]

Δ𝐸 ⊂ Δ𝑛 =
⋃

𝑖∈[𝑛]\{𝑘 }
Δ[𝑛]\{𝑖 } .

If 0 < 𝑘 < 𝑛, we shall say that Λ𝑛
𝑘
is an inner horn of Δ𝑛 .

• For every 𝑛 ∈ N \ {0}, the spine of Δ𝑛 is the simplicial set :

𝑆𝑝𝑛 :=
⋃

0≤𝑖<𝑛
Δ{𝑖,𝑖+1} ⊂ Δ𝑛 .

Remark 2.3.8. (i) Let𝑛 ∈ N\{0}; by virtue of example 2.1.5(ii,iii), the natural identification
(Δ𝑛)op ∼−→ Δ𝑛 induces by restriction natural identifications :

(Λ𝑛
𝑘
)op ∼−→ Λ𝑛

𝑛−𝑘 ∀𝑘 = 0, . . . , 𝑛 (𝑆𝑝𝑛)op ∼−→ 𝑆𝑝𝑛 .

(ii) Also, for every finite totally ordered set 𝐸, we have natural identifications :

(Δ𝐸)op ∼−→ Δ𝐸
op (𝜕Δ𝐸)op ∼−→ 𝜕(Δ𝐸op )

where 𝐸op denotes the set 𝐸, endowed with the reverse of the order of 𝐸.

Example 2.3.9. (i) (Standard presentation of the boundary) For every 𝑛 ∈ N we have a
natural diagram of sSet :

(∗) ⊔
0≤𝑖< 𝑗≤𝑛 Δ

[𝑛]\{𝑖, 𝑗 }
𝑗1 //
𝑗2
//
⊔

0≤𝑖≤𝑛 Δ
[𝑛]\{𝑖 } 𝑝 // 𝜕Δ𝑛

where 𝑝 is the morphism whose restriction to each face Δ[𝑛]\{𝑖 } is the natural inclusion,
and where 𝑗1 (resp. 𝑗2) is the morphism whose restriction to Δ[𝑛]\{𝑖, 𝑗 } is the inclusion
Δ[𝑛]\{𝑖, 𝑗 } → Δ[𝑛]\{𝑖 } (resp. Δ[𝑛]\{𝑖, 𝑗 } → Δ[𝑛]\{ 𝑗 } ). In light of example 1.8.11(ii), diagram
(∗) is exact, i.e. identifies 𝜕Δ𝑛 with the coequalizer of ( 𝑗1, 𝑗2).

(ii) Likewise, for every 𝑘, 𝑛 ∈ N with 𝑘 ≤ 𝑛 ≠ 0, we get the exact diagram :⊔
𝑖, 𝑗∈[𝑛]\{𝑘 } Δ

[𝑛]\{𝑖, 𝑗 }
𝑗1 //
𝑗2
//
⊔
𝑖∈[𝑛]\{𝑘 } Δ

[𝑛]\{𝑖 } 𝑝 // Λ𝑛
𝑘

where 𝑝 , 𝑗1 and 𝑗2 are defined as in (i) : details left to the reader.
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Example 2.3.10. (i) (Canonical presentations) Let (𝐸, ≤) be any partially ordered set.
For every 𝑛 ∈ N, the morphisms 𝑓 : [𝑛] → (𝐸, ≤) of partially ordered sets are the
non-decreasing maps {0, . . . , 𝑛} → 𝐸, and example 2.2.7(i) says that such an 𝑓 is a non-
degenerate simplex of 𝑁 (𝐸) if and only if it is a strictly increasing map, i.e. if and only
if 𝑓 is a totally ordered chain of elements of 𝐸. Suppose now that 𝐸 is a finite set, , and
denote by 𝜉0 (𝐸) the set of all maximal totally ordered chains of elements of 𝐸. We deduce
a diagram of simplicial sets :

(∗)
⊔

(𝐶,𝐶′ ) ∈𝜉0 (𝐸 )2
Δ𝐶∩𝐶

′ 𝑁 ( 𝑗 ) //
𝑁 ( 𝑗 ′ )

//
⊔

𝐶∈𝜉0 (𝐸 )
Δ𝐶

𝑁 (𝑝 ) // 𝑁 (𝐸)

where 𝑝 , 𝑗 and 𝑗 ′ are as in example 1.9.8(iii). Clearly, every non-degenerate simplex of
𝑁 (𝐸) is of the form 𝜏∗ (𝐶) for some morphism 𝜏 of ∆ and some 𝐶 ∈ 𝜉0 (𝐸); then the same
holds in fact for every simplex of 𝑁 (𝐸), by Eilenberg-Zilber’s lemma 2.2.5. This amounts
to saying that 𝑁 (𝐸) is the image of 𝑁 (𝑝), and in light of example 1.8.11(ii), diagram (∗)
is then exact, i.e. 𝑝 identifies 𝑁 (𝐸) with the coequalizer in sSet of 𝑁 ( 𝑗) and 𝑁 ( 𝑗 ′). We
call this diagram the canonical presentation of 𝑁 (𝐸).

(ii) Let us take 𝑝, 𝑞 ∈ N and 𝐸 := [𝑝] × [𝑞], where the product is taken in the category
of partially ordered sets. Then it is easily seen that every maximal totally ordered chain
of 𝐸 is of the form :

(𝑎0, 𝑏0) := (0, 0) < (𝑎1, 𝑏1) < · · · < (𝑎𝑝+𝑞, 𝑏𝑝+𝑞) := (𝑝, 𝑞)
such that either 𝑎𝑖+1 = 𝑎𝑖 and 𝑏𝑖+1 = 𝑏𝑖 + 1 or else 𝑎𝑖+1 = 𝑎𝑖 + 1 and 𝑏𝑖+1 = 𝑏𝑖 for every
𝑖 = 0, . . . , 𝑝 + 𝑞. Such a maximal chain 𝐶 is determined by the subset Σ𝐶 := {0 ≤ 𝑖 ≤
𝑝 + 𝑞 | 𝑎𝑖+1 = 𝑎𝑖 } and we have |Σ𝐶 | = 𝑝 for every such 𝐶 . Hence |𝜉0 ( [𝑝] × [𝑞]) | =

(
𝑝+𝑞
𝑝

)
,

and Δ𝐶 = Δ𝑝+𝑞 for every 𝐶 ∈ 𝜉0 ( [𝑝] × [𝑞]).
The following result will be useful in later sections :

Lemma 2.3.11. (i) Let C be a category, and consider a commutative diagram :

D :
𝐴

𝑖 //

𝑗

��

𝐵

𝑙
��

𝐶
𝑘 // 𝐷

in C , such that 𝑗, 𝑘 and 𝑙 have left inverses 𝑟, 𝑞 and respectively 𝑝 , with 𝑝𝑘 = 𝑖𝑟 . Then the
diagram D is cartesian.

(ii) For every 𝑛 ≥ 2, the commutative diagrams of sSet :

D𝑖, 𝑗 :
Δ[𝑛]\{𝑖, 𝑗 } //

��

Δ[𝑛]\{ 𝑗 }

��
Δ[𝑛]\{𝑖 } // Δ[𝑛]

∀0 ≤ 𝑖 ≤ 𝑗 ≤ 𝑛

whose arrows are the natural inclusions, fulfill the conditions of (i).

Proof. (i): Let 𝐵
𝑣←− 𝑋 𝑢−→ 𝐶 be twomorphisms ofC with 𝑘𝑢 = 𝑙𝑣 . Wemust show that there

exists a unique morphism 𝑤 : 𝑋 → 𝐴 such that 𝑗𝑤 = 𝑢 and 𝑖𝑤 = 𝑣 . For the uniqueness,
notice that 𝑟𝑢 = 𝑟 𝑗𝑤 = 𝑤 for any such𝑤 . So, set𝑤 := 𝑟𝑢; we get :

𝑣 = 𝑝𝑙𝑣 = 𝑝𝑘𝑢 = 𝑖𝑟𝑢 = 𝑖𝑤

𝑢 = 𝑞𝑘𝑢 = 𝑞𝑙𝑣 = 𝑞𝑙𝑖𝑤 = 𝑞𝑘 𝑗𝑤 = 𝑗𝑤
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whence the assertion.
(ii): Consider the commutative diagram of inclusions of totally ordered sets :

E𝑖, 𝑗 :
[𝑛] \ {𝑖, 𝑗} 𝛼 //

𝛽
��

[𝑛] \ { 𝑗}
𝛾

��
[𝑛] \ {𝑖} 𝛿 // [𝑛] .

• If 𝑖 = 𝑗 , then 𝛼 and 𝛽 are identities, and 𝛾 = 𝛿 , so we get a diagram D as in (i) by
letting 𝑞 = 𝑝 be any left inverse of 𝛿 .
• If 𝑖 < 𝑗 < 𝑛, we get a diagram D as in (i) with 𝑖 := 𝛼 , 𝑗 := 𝛽 , 𝑙 := 𝛾 and 𝑘 := 𝛿 ;

indeed, we may take for 𝑟 (resp. for 𝑝) the unique left inverse of 𝛽 (resp. of 𝛾 ) that maps
𝑗 to 𝑗 + 1, and for 𝑞 the unique left inverse of 𝛿 that maps 𝑖 to 𝑖 + 1.
• If 𝑗 = 𝑛 and 𝑖 < 𝑛 − 1, we get a diagram D with the same 𝑖 , 𝑗 , 𝑘 , 𝑙 and 𝑞 as in the

foregoing case, and with 𝑟 (resp. 𝑝) the unique left inverse of 𝛽 (resp. of 𝛾 ).
• If 𝑗 = 𝑛 and 𝑖 = 𝑛 − 1, we get a diagram D with 𝑖 := 𝛽 , 𝑗 := 𝛼 , 𝑘 := 𝛾 and 𝑙 := 𝛿 :

indeed, we may then take for 𝑟 (resp. for 𝑝) the unique left inverse of 𝛼 (resp. of 𝛿) that
maps 𝑛 − 1 to 𝑛 − 2, and for 𝑞 the unique left inverse of 𝛾 .

In each case, we conclude that E𝑖, 𝑗 fulfills the conditions of (i), so the same holds for
D𝑖, 𝑗 , that is obtained by applying to E𝑖, 𝑗 the functor Δ(−) of §2.3.7 □

2.3.12. For a first application, consider a finite totally ordered set (𝐸, ≤); we set

Λ𝐸𝐼 :=
⋃

𝑖∈[𝑛]\𝐼
Δ𝐸\{𝑖 } ⊂ 𝜕Δ𝐸 ∀𝐼 ⊂ 𝐸.

Hence, Λ𝐸∅ = 𝜕Δ𝐸 , and Λ[𝑛]{𝑘 } = Λ𝑛
𝑘
for every 𝑛 ∈ N \ {0} and every 𝑘 ∈ [𝑛]. From lemma

2.3.11(ii), we easily deduce cartesian and cocartesian diagrams :

D𝐸
𝐼,𝑒 :

Λ𝐸\{𝑒 }
𝐼

//

��

Λ𝐸
𝐼∪{𝑒 }

��
Δ𝐸\{𝑒 } // Λ𝐸

𝐼

∀𝐼 ⊊ 𝐸,∀𝑒 ∈ 𝐸 \ 𝐼 .

We may use these diagrams to deduce :

𝜋0 (Λ𝐸𝐽 ) = {∅} ∀𝐽 ∈ {𝐼 ⊂ 𝐸 | 𝐼 ≠ ∅, 𝐸}.

For the proof, we argue by induction on the cardinality 𝑐 of 𝐸 \ 𝐽 . If 𝑐 = 1, we have
Λ𝐸
𝐽
= Δ𝐸\{𝑒 } for some 𝑒 ∈ 𝐸, and the assertion holds by example 2.1.13. Hence, suppose

that 𝑐 ≥ 2 and that the sought identity is already known for all 𝐽 such that the cardinality
of 𝐸 \ 𝐽 is < 𝑐 . Let 𝑒 ∈ 𝐸 \ 𝐽 ; by applying the functor 𝜋0 termwise to the diagram D𝐸

𝐽 ,𝑒
we

obtain a cocartesian diagram of sets 𝜋0 (D𝐸
𝐽 ,𝑒
) (since 𝜋0 commutes with all representable

colimits : see [13, Prop.2.49(i)]). But, by inductive assumption we have 𝜋0 (Λ𝐸\{𝑒 }𝐽
) =

𝜋0 (Λ𝐸𝐽∪{𝑒 }) = {∅}, and we know as well that 𝜋0 (Δ𝐸\{𝑒 }) = {∅}, whence 𝜋0 (Λ𝐸𝐽 ) = {∅},
as required. Especially :

(∗) 𝜋0 (Λ𝑛𝑘 ) = {∅} ∀𝑛 ∈ N \ {0},∀𝑘 = 0, . . . , 𝑛.
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Likewise, we may check that :

𝜋0 (𝜕Δ1) = {∅} ⊔ {∅} and 𝜋0 (𝜕Δ𝑛) = {∅} ∀𝑛 ≥ 2.

Indeed, for the first identity it suffices to consider 𝜋0 (D [1]∅,1) and notice thatΛ
[1]\{1}
∅ = Λ[0]∅

is the empty simplicial set, so 𝜋0 (Λ[0]∅ ) = ∅, and moreover 𝜋0 (Δ[1]\{1}) = 𝜋0 (Δ0) =

𝜋0 (Λ[1]{1}) = {∅} by (∗). Lastly, to compute 𝜋0 (𝜕Δ𝑛) for 𝑛 ≥ 2, we consider 𝜋0 (D [𝑛]∅,𝑛), and
argue similarly : the details are left to the reader.

2.4. Augmented simplicial sets, joins and slices. We denote by

𝚫
+

the category with Ob(𝚫+) := Ob(𝚫) ∪ {∅}, such that 𝚫 is a full subcategory of 𝚫+ and
∅ is the unique initial object of 𝚫+. It is convenient to set as well [−1] := ∅.
• The categories of augmented simplicial sets and of augmented bisimplicial sets are

sSet+ := 𝚫
+ and respectively bSet+ := �

𝚫
+ × 𝚫+.

Hence, an augmented simplicial set can be regarded as a datum 𝑋 + := (𝑋, 𝐸, 𝜙), where
𝑋 is a simplicial set, 𝐸 is a set, and 𝜙 : 𝑋0 → 𝐸 is a map, called the augmentation of 𝑋 +.
We can also regard 𝜙 as a morphism 𝑋 → 𝑐𝐸 of simplicial sets, from 𝑋 to the constant
presheaf 𝑐𝐸 with value 𝐸 (notation of §1.1.8). With this notation, restriction along the
inclusion functor 𝑖 : 𝚫→ 𝚫

+ yields a well-defined functor

𝑖∗ : sSet+ → sSet (𝑋, 𝐸, 𝜙) ↦→ 𝑋 .

We also define for every 𝑛 ≥ −1 the augmented 𝑛-simplicial set

Δ𝑛 := ℎ [𝑛]
where ℎ : ∆+ → sSet+ is the Yoneda embedding, just like in the non-augmented case;
notice that the initial object of sSet+ is (𝑖∗Δ−1,∅, 1∅), which is not isomorphic to Δ−1.
• The restriction functor 𝑖∗ admits left and right adjoints, denoted respectively

𝑖! : sSet→ sSet+ and 𝑖∗ : sSet→ sSet+.

Namely, 𝑖! assigns to every simplicial set 𝑋 the augmented simplicial set (𝑋, 𝜋0 (𝑋 ), 𝑝𝑋 ),
where 𝑝𝑋 : 𝑋0 → 𝜋0 (𝑋 ) is the natural projection. The functor 𝑖∗ assigns to 𝑋 the aug-
mented simplicial set (𝑋, {∅}, 𝑎𝑋 ), where 𝑎𝑋 : 𝑋0 → {∅} is the unique map, which can
be regarded as the unique morphism 𝑎𝑋 : 𝑋 → Δ0 of sSet (details left to the reader).
For instance, if ∅ denotes the initial object of sSet, then 𝑖!∅ is the initial object of sSet+,
whereas 𝑖∗∅ = Δ−1, and 𝑖∗Δ−1 = ∅.

2.4.1. Joins of augmented and non-augmented simplicial sets. We consider the functor

∗ : 𝚫+ × 𝚫+ → 𝚫
+ ( [𝑚], [𝑛]) ↦→ [𝑚] ∗ [𝑛] := [𝑚 + 𝑛 + 1]

that assigns to every pair of morphisms 𝑓 : [𝑚] → [𝑚′], 𝑔 : [𝑛] → [𝑛′] the morphism

𝑓 ∗ 𝑔 : [𝑚] ∗ [𝑛] → [𝑚′] ∗ [𝑛′] such that 𝑖 ↦→
{
𝑓 (𝑖) if 𝑖 ≤ 𝑚
1 +𝑚′ + 𝑔(𝑖 −𝑚 − 1) if 𝑖 > 𝑚.

By composing with the Yoneda embedding, we get a functor

𝐹 : 𝚫+ × 𝚫+ ∗−→ 𝚫
+ ℎ−→ sSet+
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and since sSet+ is cocomplete (remark 1.6.2(i)), 𝐹 admits an extension by colimits

𝐹! : bSet+ → sSet+

(theorem 1.7.5(i,ii)), which we can compose with the functor −⊠− of remark 1.6.4(iv), to
get a join functor for augmented simplicial sets, denoted again by

∗ : sSet+ × sSet+
−⊠−−−−−→ bSet+

𝐹!−→ sSet+ (𝑋,𝑌 ) ↦→ 𝑋 ∗ 𝑌

and fitting into the essentially commutative diagram :

D :
𝚫
+ × 𝚫+ ∗ //

ℎ×ℎ
��

𝚫
+

ℎ
��

sSet+ × sSet+ ∗ // sSet+.

Remark 2.4.2. (i) The restriction of the join functor to the image of ℎ×ℎ can be described
explicitly. Indeed, we have natural identifications :

𝚫
+ ( [𝑛], [𝑝] ∗ [𝑞]) ∼−→

⊔
𝑖+𝑗=𝑛−1

𝚫
+ ( [𝑖], [𝑝]) × 𝚫+ ( [ 𝑗], [𝑞]) ∀𝑛, 𝑝, 𝑞 ≥ −1.

Namely, for every non-decreasingmap 𝑓 : [𝑛] → [𝑝+𝑞+1] we let 𝑖+1 be the cardinality of
𝑓 −1 ( [𝑝]), and set 𝑗 := 𝑛− 𝑖 − 1; the bijection assigns to 𝑓 the pair ( [𝑖]

𝑔1−→ [𝑝], [ 𝑗]
𝑔2−→ [𝑞])

where 𝑔1 is the restriction of 𝑓 , and 𝑔2 (𝑘) := 𝑓 (𝑘 + 𝑖 + 1) − 𝑝 − 1 for every 𝑘 = 0, . . . , 𝑗 .
The inverse bijection then is given by the rule : (𝑔1, 𝑔2) ↦→ 𝑔1 ∗𝑔2 for every 𝑖, 𝑗 ≥ −1 with
𝑖 + 𝑗 = 𝑛 − 1 and every pair of non-decreasing maps ( [𝑖]

𝑔1−→ [𝑝], [ 𝑗]
𝑔2−→ [𝑞]).

(ii) The natural identifications of (i) can be rewritten as :

(Δ𝑝 ∗ Δ𝑞)𝑛 ∼−→
⊔

𝑖+𝑗=𝑛−1
Δ
𝑝

𝑖
× Δ𝑞

𝑗
∀𝑛, 𝑝, 𝑞 ≥ −1.

Moreover, let 𝑢 : [𝑚] → [𝑛] be any non-decreasing map, and for every 𝑖, 𝑗 ≥ −1 with
𝑖 + 𝑗 = 𝑛 − 1, let 𝑖′ ≥ −1 be the unique integer such that [𝑖′] = 𝑢−1 ( [𝑖]), and set 𝑗 ′ :=
𝑚 − 𝑖′ − 1; we let ( [𝑖′] 𝑢𝑖−→ [𝑖], [ 𝑗 ′]

𝑢 𝑗−−→ [ 𝑗]) be the pair of non-decreasing maps given by
the rules : 𝑢𝑖 (𝑘) := 𝑢 (𝑘) for every 𝑘 ∈ [𝑖′], and : 𝑢 𝑗 (𝑘) := 𝑢 (𝑘 + 𝑖′ + 1) − 𝑖 − 1 for every
𝑘 ∈ [ 𝑗 ′]. Then it is easily seen that under the foregoing natural identifications, the map

(Δ𝑝 ∗ Δ𝑞)𝑢 : (Δ𝑝 ∗ Δ𝑞)𝑛 → (Δ𝑝 ∗ Δ𝑞)𝑚

corresponds to the map⊔
𝑖+𝑗=𝑛−1

Δ
𝑝
𝑢𝑖 × Δ

𝑞
𝑢 𝑗 :

⊔
𝑖+𝑗=𝑛−1

Δ
𝑝

𝑖
× Δ𝑞

𝑗
→

⊔
𝑖′+𝑗 ′=𝑚−1

Δ
𝑝

𝑖′ × Δ
𝑞

𝑗 ′

that assigns to every pair of non-decreasing maps ( [𝑖]
𝑔1−→ [𝑝], [ 𝑗]

𝑔2−→ [𝑞]) the pair
(𝑔1 ◦ 𝑢𝑖 , 𝑔2 ◦ 𝑢 𝑗 ) ∈ Δ𝑝𝑖′ × Δ

𝑞

𝑗 ′ : the detailed verifications are left to the reader.

Proposition 2.4.3. (i) For every 𝑋,𝑌 ∈ Ob(sSet+) we have a natural identification :

(𝑋 ∗ 𝑌 )𝑛 ∼−→
⊔

𝑖+𝑗=𝑛−1
𝑋𝑖 × 𝑌𝑗 ∀𝑛 ≥ −1.
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(ii) Let𝑢 : [𝑚] → [𝑛] be anymorphism of 𝚫+; then, with the notation of remark 2.4.2(ii),
the bijections of (i) identify the map (𝑋 ∗ 𝑌 )𝑢 : (𝑋 ∗ 𝑌 )𝑛 → (𝑋 ∗ 𝑌 )𝑛 with the map :⊔

𝑖+𝑗=𝑛−1
𝑋𝑢𝑖 × 𝑌𝑢 𝑗 :

⊔
𝑖+𝑗=𝑛−1

𝑋𝑖 × 𝑌𝑗 →
⊔

𝑖′+𝑗 ′=𝑚−1
𝑋𝑖′ × 𝑌𝑗 ′ .

(iii) Moreover, we have natural isomorphisms :

Δ−1 ∗ 𝑋 ∼−→ 𝑋 ∼←− 𝑋 ∗ Δ−1 ∀𝑋 ∈ Ob(sSet+).

Proof. (iii) follows easily from (i) and (ii). To prove (i) and (ii), let us consider the functor
⊙ : sSet+ × sSet+ → sSet+ (𝑋,𝑌 ) ↦→ 𝑋 ⊙ 𝑌

where (𝑋 ⊙𝑌 )𝑛 :=
⊔
𝑖+𝑗=𝑛−1𝑋𝑖 ×𝑌𝑗 for every 𝑛 ≥ −1, and with transition maps (𝑋 ⊙𝑌 )𝑢 :

(𝑋 ⊙ 𝑌 )𝑛 → (𝑋 ⊙ 𝑌 )𝑚 given by the expression of (ii), for every morphism 𝑢 : [𝑚] → [𝑛]
of 𝚫+; then ⊙ assigns to every pair of morphisms 𝑓 : 𝑋 → 𝑋 ′, 𝑔 : 𝑌 → 𝑌 ′ of augmented
simplicial sets, the morphism 𝑓 ⊙ 𝑔 : 𝑋 ⊙ 𝑌 → 𝑋 ′ ⊙ 𝑌 ′ such that

(𝑓 ⊙ 𝑔)𝑛 :=
⊔

𝑖+𝑗=𝑛−1
𝑓𝑖 × 𝑔 𝑗 ∀𝑛 ≥ −1.

By construction, both ∗ and ⊙ commute with small colimits; hence, in light of proposition
1.7.3, it suffices to exhibit an isomorphism between the compositions of these two functors
with the square of the Yoneda embedding ℎ × ℎ : 𝚫+ × 𝚫+ → sSet+ × sSet+. The latter is
provided by remark 2.4.2. □

Remark 2.4.4. (i) Notice that the image of the Yoneda embedding 𝚫
+ × 𝚫

+ → bSet+ is
the full subcategory of bSet+ whose set of objects is {Δ𝑝 ⊠Δ𝑞 | 𝑝, 𝑞 ≥ −1}. It follows that
the data of 𝐹! and of the join functor ∗ are essentially equivalent : given 𝐹! we define ∗,
but conversely, given ∗ we retrieve 𝐹! up to isomorphism, as the extension by colimits of
the functor 𝚫+ × 𝚫

+ → sSet+ given by the rule : ( [𝑝], [𝑞]) ↦→ Δ𝑝 ∗ Δ𝑞 . Hence, since 𝐹!
is determined only up to isomorphism, the same holds for ∗. We can then simply declare
that we shall represent the join functor by the functor ⊙ exhibited in the proof of proposition
2.4.3; with this choice, the natural identifications of part (i) and (ii) of the proposition is
just an identity. This very explicit choice will simplify some verifications.

(ii) For instance, we can deduce explicit natural identifications :
(∗) (𝑋 ∗ 𝑌 ) ∗ 𝑍 ∼−→ 𝑋 ∗ (𝑌 ∗ 𝑍 ) ∀𝑋,𝑌, 𝑍 ∈ Ob(sSet)

expressing the associativity of the join functor. Indeed, by proposition 2.4.3(i), the evalua-
tion at [𝑛] of both terms in (∗) is naturally identifiedwith⊔

𝑖+𝑗+𝑘=𝑛−2𝑋𝑖×𝑌𝑗×𝑍𝑘 . We need
to check that these natural identifications are compatible with morphisms 𝑢 : [𝑚] → [𝑛]
of 𝚫+. However, according to proposition 2.4.3(ii), in order to compute ((𝑋 ∗𝑌 ) ∗𝑍 )𝑢 we
need to calculate first the pairs (𝑢𝑖+𝑗+1, 𝑢𝑘 ) for every 𝑖, 𝑗, 𝑘 ≥ −1 with 𝑖 + 𝑗 + 𝑘 = 𝑛 − 2;
then we let 𝑣 := 𝑢𝑖+𝑗+1, and we need to further compute (𝑣𝑖 , 𝑣 𝑗 ). With this notation,
((𝑋 ∗𝑌 ) ∗𝑍 )𝑢 is given by

⊔
𝑖+𝑗+𝑘=𝑛−2𝑋𝑣𝑖 ×𝑌𝑣𝑗 ×𝑍𝑢𝑘 . Likewise, to compute (𝑋 ∗ (𝑌 ∗𝑍 ))𝑢

we calculate first (𝑢𝑖 , 𝑢 𝑗+𝑘+1), then with 𝑤 := 𝑢 𝑗+𝑘+1 we compute (𝑤 𝑗 ,𝑤𝑘 ), and at last
(𝑋 ∗ (𝑌 ∗𝑍 ))𝑢 is given by

⊔
𝑖+𝑗+𝑘=𝑛−2𝑋𝑢𝑖 ×𝑌𝑤𝑗 ×𝑍𝑤𝑘 . However, a direct inspection yields:
(𝑣𝑖 , 𝑣 𝑗 , 𝑢𝑘 ) = (𝑢𝑖 ,𝑤 𝑗 ,𝑤𝑘 )

whence the sought isomorphism (∗).

Definition 2.4.5. The join of simplicial sets 𝑋 and 𝑌 is the simplicial set
𝑋 ∗ 𝑌 := 𝑖∗ (𝑖∗𝑋 ∗ 𝑖∗𝑌 ).
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Remark 2.4.6. (i) Just as in the augmented case, any two morphisms of simplicial sets
𝑓 : 𝑋 → 𝑋 ′, 𝑔 : 𝑌 → 𝑌 ′ induce a morphism

𝑓 ∗ 𝑔 := 𝑖∗ (𝑖∗ 𝑓 ∗ 𝑖∗𝑔) : 𝑋 ∗ 𝑌 → 𝑋 ′ ∗ 𝑌 ′ .

Hence, the join operation yields a well-defined functor

∗ : sSet × sSet→ sSet (𝑋,𝑌 ) ↦→ 𝑋 ∗ 𝑌 .

(ii) By virtue of proposition 2.4.3(i), we get a natural identification :

(𝑋 ∗ 𝑌 )𝑛 ∼−→ 𝑋𝑛 ⊔ 𝑌𝑛 ⊔
⊔

𝑖+𝑗=𝑛−1
𝑋𝑖 × 𝑌𝑗 ∀𝑋,𝑌 ∈ Ob(sSet),∀𝑛 ∈ N.

Notice that in the foregoing expression, the indices 𝑖, 𝑗 run over the values 0, . . . , 𝑛 − 1,
whereas in the corresponding expression of proposition 2.4.3(i) for augmented simplicial
sets, the same indices run over the values −1, . . . , 𝑛. This difference accounts for the
presence of the extra term𝑋𝑛 ⊔𝑌𝑛 in the non-augmented case. The inclusion of this extra
term then yields a natural transformation :

𝑋 ⊔ 𝑌 → 𝑋 ∗ 𝑌 ∀𝑋,𝑌 ∈ Ob(sSet).

(iii) Likewise, from proposition 2.4.3(ii) we get natural isomorphisms of sSet :

∅ ∗ 𝑋 ∼−→ 𝑋 ∼←− 𝑋 ∗∅ ∀𝑋 ∈ Ob(sSet)

where∅ denotes the initial object of sSet. For every simplicial set 𝑋 , let also 𝑗𝑋 : ∅→ 𝑋

be the unique morphism of sSet; then, every given simplicial set 𝑇 induces two functors

(−) ↓ 𝑇 : sSet→ 𝑇 /sSet 𝑋 ↦→
(
𝑇 ∼−→ ∅ ∗𝑇

𝑗𝑋 ∗𝑇−−−−→ 𝑋 ∗𝑇
)

𝑇 ↑ (−) : sSet→ 𝑇 /sSet 𝑋 ↦→
(
𝑇 ∼−→ 𝑇 ∗∅

𝑇 ∗𝑗𝑋−−−−→ 𝑇 ∗ 𝑋
)
.

Lemma 2.4.7. Both functors (−) ↓ 𝑇 and 𝑇 ↑ (−) preserve small colimits.

Proof. It suffices to consider (−) ↓ 𝑇 . Let us first check that this functor preserves all
small connected colimits. To this aim, since the target functor t𝑇 : 𝑇 /sSet→ sSet reflects
all small connected colimits (corollary 1.4.6(ii)), it suffices to check that the functor

sSet→ sSet 𝑋 ↦→ 𝑋 ∗𝑇 = 𝑖∗ (𝑖∗𝑋 ∗ 𝑖∗𝑇 )

preserves small connected colimits. However, since the colimits of sSet and sSet+ are
computed termwise (remark 1.6.2(i)), it is clear that 𝑖∗ preserves all representable colim-
its, so we are reduced to checking that the functor sSet→ sSet+ such that : 𝑋 ↦→ 𝑖∗𝑋 ∗𝑖∗𝑇
preserves small connected colimits. However, by construction the join functor for aug-
mented simplicial sets preserves all small colimits, so we are further reduced to check-
ing that the functor 𝑖∗ preserves small connected colimits. Again, this can be checked
termwise, so we need to show that the functors (𝐹𝑛 : sSet → Set | 𝑛 ≥ −1) given by the
rules : 𝑋 ↦→ (𝑖∗𝑋 )𝑛 preserve connected colimits. This is trivial if 𝑛 ∈ N. Lastly, 𝐹−1 is
none else than the constant functor with value {∅}, and it easily seen that every constant
functor preserves all connected colimits : the details are left to the reader.

According to remark 1.5.10(ii), it remains only to show that (−) ↓ 𝑇 preserves initial
objects. The latter follows immediately from remark 2.4.6(iii). □
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2.4.8. By virtue of lemma 2.4.7 and theorem 1.7.5(iii), the functors (−) ↓ 𝑇 and 𝑇 ↑ (−)
admit right adjoints, called slice functors over and under 𝑇 , and denoted respectively

−/𝑇 : 𝑇 /sSet→ sSet and 𝑇 \− : 𝑇 /sSet→ sSet.

Hence, −/𝑇 (resp. 𝑇 \−) attaches to every (𝑋, 𝑡 : 𝑇 → 𝑋 ) ∈ Ob(𝑇 /sSet) a simplicial object
(𝑋, 𝑡)/𝑇 (resp. 𝑇 \(𝑋, 𝑡)) that we may also denote more simply by 𝑋/𝑡 (resp. 𝑡\𝑋 ).

Example 2.4.9. (i) A simple inspection shows that the functors (−) ↓ ∅ and∅ ↑ (−) are
naturally isomorphic to the identity of sSet, under the natural isomorphism of categories
∅/sSet ∼−→ sSet, so the same holds for the functors −/∅ and ∅\−.

(ii) Let us take𝑇 := Δ0; then a morphism 𝑡 : Δ0 → 𝑋 is the same as an element 𝑡 ∈ 𝑋0;
moreover, for every 𝑛 ∈ N we have natural identifications :

(𝑋/𝑡)𝑛 ∼−→ sSet(Δ𝑛, 𝑋/𝑡) ∼−→ Δ0/sSet((Δ0 Δ𝑛↓Δ0

−−−−−→ Δ𝑛 ∗ Δ0), (Δ0 𝑡−→ 𝑋 )) .

Recall that Δ𝑛 ∗Δ0 = Δ𝑛+1; by inspecting the definitions, we see that Δ𝑛 ↓ Δ0 corresponds
to the map 𝑗𝑛 : [0] → [𝑛 + 1] such that 0 ↦→ 𝑛 + 1. Also, every non-decreasing map
𝑓 : [𝑚] → [𝑛] induces the morphism Δ𝑓 ↓ Δ0 : Δ𝑚 ↓ Δ0 → Δ𝑛 ↓ Δ0 of Δ0/sSet,
and by tracing the natural identifications, we see that Δ𝑓 ↓ Δ0 corresponds to the map
𝑓 ∗ [0] : [𝑚 + 1] → [𝑛 + 1] with 𝑖 ↦→ 𝑓 (𝑖) for 𝑖 = 0, . . . ,𝑚, and𝑚 + 1 ↦→ 𝑛 + 1. Hence, let
𝜋𝑛 := 𝑋 𝑗𝑛 : 𝑋𝑛+1 → 𝑋0 be the map induced by 𝑗𝑛 ; summing up, we get natural bijections :

(𝑋/𝑡)𝑛 ∼−→ 𝜋−1𝑛 (𝑡) ∀𝑛 ∈ N

that identify the map (𝑋/𝑡)𝑓 : (𝑋/𝑡)𝑛 → (𝑋/𝑡)𝑚 induced by 𝑓 : [𝑚] → [𝑛] with the
restriction 𝜋−1𝑛 (𝑡) → 𝜋−1𝑚 (𝑡) of the map 𝑋𝑛+1 → 𝑋𝑚+1 induced by 𝑓 ∗ [0].
(iii) Likewise, for every 𝑛 ∈ 𝑁 let 𝑗 ′𝑛 : [0] → [𝑛 + 1] be the map such that 0 ↦→ 0, and

𝜋 ′𝑛 := 𝑋 𝑗 ′𝑛 : 𝑋𝑛+1 → 𝑋0 be the map induced by 𝑗 ′𝑛 ; we have natural bijections

(𝑡/𝑋 )𝑛 ∼−→ 𝜋 ′−1𝑛 (𝑡) ∀𝑛 ∈ N

that identify the map (𝑡/𝑋 )𝑓 : (𝑡/𝑋 )𝑛 → (𝑡/𝑋 )𝑚 induced by 𝑓 : [𝑚] → [𝑛] with the
restriction 𝜋 ′−1𝑛 (𝑡) → 𝜋 ′−1𝑛 (𝑡) of the map 𝑋𝑛+1 → 𝑋𝑚+1 induced by [0] ∗ [𝑓 ] : [𝑚 + 1] →
[𝑛 + 1], where the latter is the map given by the rules : 0 ↦→ 0 and 𝑖 ↦→ 𝑓 (𝑖 − 1) + 1 for
𝑖 = 1, . . . ,𝑚 + 1 : the detailed verification shall be left to the reader.
(iv) Especially, let us take 𝑋 := 𝑁 (C ) for some small category C , and let 𝑡 ∈ 𝑁 (C )0,

i.e. 𝑡 is an object of C . Then the explicit descriptions of 𝑁 (C )/𝑡 and 𝑡/𝑁 (C ) given by (i)
and (ii) boil down to natural isomorphisms of simplicial sets :

𝑁 (C )/𝑡 ∼−→ 𝑁 (C /𝑡) and 𝑡/𝑁 (C ) ∼−→ 𝑁 (𝑡/C )

showing that the slice functors generalize the construction of the slice categories of §1.4.

Lemma 2.4.10. (i) For every pair of monomorphisms 𝐾 → 𝐿, 𝑈 → 𝑉 of simplicial sets,
the commutative diagram :

𝐾 ∗𝑈 //

��

𝐾 ∗𝑉

��
𝐿 ∗𝑈 // 𝐿 ∗𝑉

is cartesian, and all its arrows are monomorphisms; hence it induces a monomorphism :

𝐾 ∗𝑉 ∪ 𝐿 ∗𝑈 → 𝐿 ∗𝑉 .
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(ii) We have the following identities of subobjects of Δ𝑚 ∗ Δ𝑛 = Δ𝑚+𝑛+1 :

𝜕Δ𝑚 ∗ Δ𝑛 ∪ Δ𝑚 ∗ 𝜕Δ𝑛 = 𝜕Δ𝑚+𝑛+1

Λ𝑚
𝑘
∗ Δ𝑛 ∪ Δ𝑚 ∗ 𝜕Δ𝑛 = Λ𝑚+𝑛+1

𝑘
∀𝑘 = 0, . . . ,𝑚

𝜕Δ𝑚 ∗ Δ𝑛 ∪ Δ𝑚 ∗ Λ𝑛
𝑘
= Λ𝑚+𝑛+1

𝑚+𝑘+1 ∀𝑘 = 0, . . . , 𝑛.

Proof. (i): The assertion boils down to the trivial identities : (𝐾𝑖 ×𝑉𝑗 ) ∩ (𝐿𝑖 ×𝑈 𝑗 ) = 𝐾𝑖 ×𝑈 𝑗
for every 𝑖, 𝑗 ∈ N.

(ii): The identification of Δ𝑚 ∗Δ𝑛 with Δ𝑚+𝑛+1 is as detailed in remark 2.4.2(i) : namely,
to every 𝑖, 𝑗 ≥ −1 with 𝑘 := 𝑖 + 𝑗 +1 ∈ N and every pair of non-decreasing maps 𝑔1 : [𝑖] →
[𝑚], 𝑔2 : [ 𝑗] → [𝑛], we attach 𝑔1 ∗𝑔2 : [𝑘] → [𝑚 +𝑛 + 1] (the pairs with 𝑖 = −1 or 𝑗 = −1
correspond to Δ𝑚

𝑘
⊔Δ𝑛

𝑘
in the explicit expression for (Δ𝑚 ∗Δ𝑛)𝑘 given by remark 2.4.6(ii)).

Now, recall that the 𝑘-simplices of 𝜕Δ𝑚+𝑛+1 are the non-surjective maps [𝑘] → [𝑚+𝑛+1];
however, it is easily seen that 𝑔1 ∗ 𝑔2 is non-surjective if and only if the same holds for
either 𝑔1 or 𝑔2, whence the first stated identity. Likewise, for every 𝑙 ∈ N, the 𝑙-simplices
of Λ𝑚+𝑛+1

𝑘
are the maps [𝑙] → [𝑚 +𝑛 + 1] that omit some value different from 𝑘 ; then the

last two identities are easily verified. □

2.4.11. Augmented front-to-back duality. Clearly the involution (−)op : 𝚫 ∼−→ 𝚫 of §2.1.4
extends uniquely to an involution (−)op : 𝚫+ ∼−→ 𝚫

+, which is again the identity map on
objects. Then (−)op induces a front-to-back duality on augmented simplicial sets :

(−)op : sSet+ ∼−→ sSet+ 𝑋 ↦→ 𝑋 op := 𝑋 ◦ (−)op (𝑢 : 𝑋 → 𝑌 ) ↦→ 𝑢op := 𝑢 ★ (−)op.
We also consider the involution

(−)op : 𝚫+ × 𝚫+
𝝓+

−−→ 𝚫
+ × 𝚫+

(−)op×(−)op
−−−−−−−−−−→ 𝚫

+ × 𝚫+

where 𝝓+ is the flip automorphism that swaps the two factors : ( [𝑛], [𝑚]) ↦→ ([𝑚], [𝑛]).
Then, we get again an induced front-to-back duality on augmented bisimplicial sets :

(−)op : bSet+ ∼−→ bSet+ 𝑋 ↦→ 𝑋 op := 𝑋 ◦ (−)op (𝑢 : 𝑋 → 𝑌 ) ↦→ 𝑢op := 𝑢 ★ (−)op.
With this notation, a direct calculation yields the commutative diagram :

𝚫
+ × 𝚫+ ∗ //

(−)op
��

𝚫

(−)op
��

𝚫
+ × 𝚫+ ∗ //

𝚫
+.

Lemma 2.4.12. (i) We have a natural isomorphism in sSet+ :

(𝑋 ∗ 𝑌 )op ∼−→ 𝑌 op ∗ 𝑋 op ∀𝑋,𝑌 ∈ Ob(sSet+).

(ii) The natural isomorphism of (i) also exists for every 𝑋,𝑌 ∈ Ob(sSet).
(iii) For every 𝑇 ∈ Ob(sSet), the isomorphisms of (ii) induce isomorphisms in 𝑇 op/sSet :

(𝑋 ↓ 𝑇 )op ∼−→ 𝑇 op ↑ 𝑋 op ∀𝑋 ∈ Ob(sSet).

Proof. (i): The existence of such a natural isomorphism can be shown by juggling with
adjunctions, by purely categorical nonsense; however, since we have selected an explicit
join functor (see remark 2.4.4), we can exhibit a natural isomorphism in a more direct
manner. Namely, for every 𝑛 ≥ −1 we have :

(𝑋 ∗ 𝑌 )op𝑛 = (𝑋 ∗ 𝑌 )𝑛 =
⊔

𝑖+𝑗=𝑛−1
𝑋𝑖 × 𝑌𝑗 (𝑌 op ∗ 𝑋 op)𝑛 =

⊔
𝑖+𝑗=𝑛−1

𝑌
op
𝑖
× 𝑋 op

𝑗
=

⊔
𝑖+𝑗=𝑛−1

𝑌𝑖 × 𝑋 𝑗
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and every non-decreasing map 𝑢 : [𝑚] → [𝑛] induces the maps

(𝑋 ∗𝑌 )op𝑢 = (𝑋 ∗𝑌 )𝑢op : (𝑋 ∗𝑌 )𝑛 → (𝑋 ∗𝑌 )𝑚 (𝑌 op∗𝑋 op)𝑢 : (𝑌 op∗𝑋 op)𝑛 → (𝑌 op∗𝑋 op)𝑚
where (𝑋 ∗ 𝑌 )𝑢op and (𝑌 op ∗ 𝑋 op)𝑢 are given by proposition 2.4.3(ii). However, a direct
inspection shows that (notation of §2.4.11) :

((𝑢op)𝑖 , (𝑢op) 𝑗 ) = (𝑢 𝑗 , 𝑢𝑖 )op ∀𝑖, 𝑗 ≥ −1 with 𝑖 + 𝑗 = 𝑛 − 1.
It follows that the sought natural isomorphism is given by the system of maps⊔

𝑖+𝑗=𝑛−1
𝜔𝑋𝑖 ,𝑌𝑗 :

⊔
𝑖+𝑗=𝑛−1

𝑋𝑖 × 𝑌𝑗 ∼−→
⊔

𝑖+𝑗=𝑛−1
𝑌𝑗 × 𝑋𝑖 ∀𝑛 ≥ −1

where, for every pair of sets 𝑆,𝑇 , we denote by 𝜔𝑆,𝑇 : 𝑆 × 𝑇 ∼−→ 𝑇 × 𝑆 the bijection that
swaps the two factors : (𝑠, 𝑡) ↦→ (𝑡, 𝑠).

To show (ii), it suffices to notice the obvious identities :

(𝑖∗𝑆)op = 𝑖∗ (𝑆op) (𝑖∗𝑇 )op = 𝑖∗ (𝑇 op) ∀𝑆 ∈ Ob(sSet+),∀𝑇 ∈ Ob(sSet)
and apply (i). Assertion (iii) follows by direct inspection. □

Remark 2.4.13. (i) For every 𝑇 ∈ Ob(sSet), the natural isomorphism of lemma 2.4.12(iii)
induces a natural identification in sSet :

(𝑋/𝑡)op ∼−→ 𝑡op\𝑋 op ∀(𝑋, 𝑡) ∈ Ob(𝑇 /sSet).
(ii) Let 𝑓 : 𝑆 → 𝑇 be any morphism of sSet; the commutative diagrams :

𝑆

𝑓

��

∼ // ∅ ∗ 𝑆 𝑗𝑋 ∗𝑆 // 𝑋 ∗ 𝑆
𝑋∗𝑓
��

𝑇
∼ // ∅ ∗𝑇 𝑗𝑋 ∗𝑇 // 𝑋 ∗𝑇

∀𝑋 ∈ Ob(sSet)

induce a system of natural morphisms (𝜏𝑋 : 𝑇 ⊔𝑆 (𝑌 ∗ 𝑆) → 𝑋 ∗ 𝑇 |𝑋 ∈ Ob(sSet)) that
amount to a natural transformation

𝜏• : 𝑓 ! ◦ (− ↓ 𝑆) ⇒ (− ↓ 𝑇 )
where 𝑓 ! : 𝑆/sSet → 𝑇 /sSet is the left adjoint of the functor 𝑓! : 𝑇 /sSet → 𝑆/sSet (see
remark 1.4.2(ii)). Then, the adjoint of 𝜏• is a natural transformation

𝜏∨• : (−/𝑇 ) ⇒ (−/𝑆) ◦ 𝑓! (𝑋, 𝑡 : 𝑇 → 𝑋 ) ↦→ (𝜏∨(𝑋,𝑡 ) : 𝑋/𝑡 → 𝑋/𝑡 ◦ 𝑓 ).

Explicitly, under the natural identifications :

(𝑋/𝑡)𝑛 ∼−→ sSet(Δ𝑛, 𝑋/𝑡) ∼−→ 𝑇 /sSet(Δ𝑛 ↓ 𝑇, (𝑇 𝑡−→ 𝑋 ))

(𝑋/𝑡 ◦ 𝑓 )𝑛 ∼−→ sSet(Δ𝑛, 𝑋/𝑡 ◦ 𝑓 ) ∼−→ 𝑆/sSet(Δ𝑛 ↓ 𝑆, (𝑆
𝑡◦𝑓
−−→ 𝑋 ))

the map 𝜏∨(𝑋,𝑡 ) := (𝜏
∨
(𝑋,𝑡 ),𝑛 : (𝑋/𝑡)𝑛→(𝑋/𝑡 ◦ 𝑓 )𝑛 | 𝑛 ∈N) corresponds to the system of maps

𝑇 /sSet(Δ𝑛 ↓ 𝑇, (𝑇 𝑡−→ 𝑋 )) → 𝑆/sSet(Δ𝑛 ↓ 𝑆, (𝑆
𝑡◦𝑓
−−→ 𝑋 )) ∀𝑛 ∈ N

given by the rule :

𝑇
Δ𝑛↓𝑇

zz
𝑡

!!
Δ𝑛 ∗𝑇 𝑢 // 𝑋

↦→
𝑆

Δ𝑛↓𝑆
xx

𝑡◦𝑓

$$
Δ𝑛 ∗ 𝑆

𝑢◦(Δ𝑛∗𝑓 ) // 𝑋 .
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(iii) Combining (i) and (ii), we obtain as well natural transformations

𝜇• : 𝑓 ! ◦ (𝑆 ↑ −) ⇒ (𝑇 ↑ −) and 𝜇∨• : (𝑇 \−) ⇒ (𝑆\−) ◦ 𝑓!
which can be described explicitly as in (ii) : the details are left to the reader.

2.5. Simplicial sets as generalized categories. Lemma 2.3.2 allows to regard Cat as a
full subcategory of the category of simplicial sets, and motivates the following definitions
2.5.1 and 2.5.4, that extend to arbitrary simplicial sets some standard terminology relating
to categories :

Definition 2.5.1. (i) Let 𝑋 be a simplicial set. An object of 𝑋 is an element 𝑥 ∈ 𝑋0, or
equivalently, a morphism 𝑥 : Δ0 → 𝑋 of simplicial sets.
(ii) An arrow of 𝑋 (also called a morphism, or a map) is an element 𝑓 ∈ 𝑋1, or equiva-

lently, a morphism 𝑓 : Δ1 → 𝑋 of simplicial sets. Such an arrow has a source 𝑑11 (𝑓 ) and a
target 𝑑01 (𝑓 ) in 𝑋0 :

𝑑11 (𝑓 ) : Δ0 𝜕11−→ Δ1 𝑓
−→ 𝑋 𝑑01 (𝑓 ) : Δ0 𝜕10−→ Δ1 𝑓

−→ 𝑋 .

For an arrow 𝑓 of 𝑋 with source 𝑥 and target 𝑦, we also write 𝑓 : 𝑥 → 𝑦; we set

𝑋 (𝑥,𝑦) := {𝑓 ∈ 𝑋1 | 𝑑11 (𝑓 ) = 𝑥 and 𝑑01 (𝑓 ) = 𝑦}.

(iii) Given an object 𝑥 of 𝑋 , the identity of 𝑥 is the arrow

1𝑥 := 𝑠00 (𝑥) : 𝑥 → 𝑥 i.e. 1𝑥 : Δ1 𝜎0
0−−→ Δ0 𝑥−→ 𝑋 .

(iv) A functor 𝑓 : 𝑋 → 𝑌 is morphism of simplicial sets. The fibre of 𝑓 over a given object
𝑦 : Δ0 → 𝑌 of 𝑌 is the fibre product 𝑓 −1 (𝑦) := Δ0 ×𝑌 𝑋 .
(v) Let 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 be two given functors; a natural transformation ℎ : 𝑓 ⇒ 𝑔 from 𝑓

to 𝑔 is a morphism of simplicial sets

ℎ : 𝑋 × Δ1 → 𝑌 such that ℎ ◦ (𝑋 × 𝜕11) = 𝑓 and ℎ ◦ (𝑋 × 𝜕10) = 𝑔.

Remark 2.5.2. (i) LetC andC ′ be any two small categories; by lemma 2.3.2, every functor
𝑁 (C ) → 𝑁 (C ′) is of the form 𝑁 (𝐹 ) for a unique functor 𝐹 : C → C ′.

(ii) Let 𝐹,𝐺 : C ⇒ C ′ be two functors. On the one hand, notice that the nerve
functor 𝑁 commutes with products, since it is a right adjoint (see §2.3.3), and on the
other hand, recall that Δ1 is naturally isomorphic to 𝑁 ( [1]); it follows that every natural
transformation from 𝑁 (𝐹 ) to 𝑁 (𝐺) is of the form

𝑁 (ℎ) : 𝑁 (C ) × Δ1 ∼−→ 𝑁 (C × [1]) → 𝑁 (C ′)

for a unique functor ℎ : C × [1] → C ′ such that ℎ ◦ (C × 𝜕11) = 𝐹 and ℎ ◦ (C × 𝜕10) = 𝐺 .
In turn, the datum of ℎ is equivalent to that of a natural transformation 𝐹 ⇒ 𝐺 .
(iii) By remark 2.3.1(i), the front-to-back duality of §2.1.4 generalizes the functor (−)op :

Cat→ Cat that assigns to every small category C its opposite category C op. Indeed, for
every simplicial set 𝑋 , by definition the objects of 𝑋 op are the same as the objects of 𝑋 ,
and example 2.1.5(ii,iii) shows that, just as for ordinary categories, the set of morphisms
𝑥 → 𝑦 in 𝑋 op coincides with the set of morphisms 𝑦 → 𝑥 in 𝑋 , for every pair of objects
𝑥,𝑦; furthermore, the identity of any object 𝑥 in𝑋 op coincides with the identity morphism
of 𝑥 in 𝑋 . Consequently, we shall sometimes denote by 𝑓 op : 𝑦op → 𝑥op the arrow of 𝑋 op

corresponding to a given arrow 𝑓 : 𝑥 → 𝑦 of the simplicial set 𝑋 , generalizing §1.1.5.
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Example 2.5.3. (i) A triangle of 𝑋 is a morphism 𝑡 : 𝜕Δ2 → 𝑋 ; this is then the datum of
3 objects 𝑥,𝑦, 𝑧 and 3 arrows 𝑓 , 𝑔, ℎ of 𝑋 fitting into a diagram :

(𝑓 , 𝑔, ℎ) :
𝑦

𝑔

��
𝑥

ℎ //

𝑓
??

𝑧.

Namely, 𝑓 (resp. 𝑔, resp. ℎ) corresponds to the restriction of 𝑡 to Δ{0,1} (resp. to Δ{1,2} ,
resp. to Δ{0,2} ). Notice that for every 𝑖, 𝑗 ∈ N with 0 ≤ 𝑖 < 𝑗 ≤ 2, there exists a unique
isomorphism [1] ∼−→ {𝑖, 𝑗} of ordered sets, so there is no ambiguity on which object is the
source and which is the target of each of these arrows. Moreover, notice that (𝑓 , 𝑔, ℎ) is a
triangle of 𝑋 if and only if (𝑔op, 𝑓 op, ℎop) is a triangle of 𝑋 op.

(ii) Likewise, a morphism 𝑆𝑝2 = Λ2
1 → 𝑋 can be regarded as a diagram :

𝑦
𝑔

��
𝑥

𝑓
??

𝑧.

Definition 2.5.4. (i) We say that a triangle (𝑓 , 𝑔, ℎ) : 𝜕Δ2 → 𝑋 as in example 2.5.3(i)
commutes (or is commutative) if it extends to a morphism Δ2 → 𝑋 :

𝜕Δ2 (𝑓 ,𝑔,ℎ) //

��

𝑋

Δ2

88

(ii) Given a pair (𝑓 , 𝑔) of morphisms of 𝑋 as in example 2.5.3(ii), we say that a given
arrowℎ : 𝑥 → 𝑧 of𝑋 is a composition of 𝑓 and𝑔 if the resulting triangle (𝑓 , 𝑔, ℎ) commutes.
(iii) We say that a morphism 𝑓 : 𝑥 → 𝑦 of 𝑋 is left invertible if there exists a left inverse

of 𝑓 , i.e. a morphism 𝑔 : 𝑦 → 𝑥 in 𝑋 that makes commute the triangle :

𝑦
𝑔

��
𝑥

𝑓
??

1𝑥 // 𝑥 .

Likewise, we say that 𝑓 is right invertible if 𝑓 op is left invertible in 𝑋 op, and then we also
say that 𝑔 is a right inverse of 𝑓 , whenever 𝑔op is a left inverse of 𝑓 op. We say that 𝑓 is
invertible if it admits both a right and a left inverse.
(iv) A functor 𝐹 : 𝑋 → 𝑌 of simplicial sets is conservative, if for every arrow 𝑓 : 𝑥 → 𝑥 ′

of𝑋 that is not invertible, the arrow 𝐹 𝑓 : 𝐹𝑥 → 𝐹𝑦 is not invertible (cp. remark 1.1.11(iii)).
We say that a natural transformation ℎ : 𝐹 ⇒ 𝐺 is invertible if for every object 𝑥 of𝑋 , the
induced arrow ℎ𝑥 : 𝐹𝑥 → 𝐺𝑥 (given by restriction of ℎ to {𝑥} × Δ1 ∼−→ Δ1) is invertible.

Remark 2.5.5. (i) If 𝑋 = 𝑁 (C ) for a small category C , it is easily seen that a triangle of
𝑋 commutes⇔ it commutes when regarded as a diagram of C , and a composition of a
pair of arrows of 𝑋 is just their composition in C . These assertions can be summarized
by saying that the inclusion 𝑆𝑝2 ⊂ Δ2 induces a bijection :

sSet(Δ2, 𝑁 (C )) ∼−→ sSet(𝑆𝑝2, 𝑁 (C )) .
Indeed, the meaning of such bijection is that every composable pair of arrows of 𝑁 (C )
has a unique composition. More generally, it is clear that, for every integer 𝑛 ≥ 2, the
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inclusion 𝑆𝑝𝑛 ⊂ Δ𝑛 induces a bijection :

sSet(Δ𝑛, 𝑁 (C )) ∼−→ sSet(𝑆𝑝𝑛, 𝑁 (C )) .
For 𝑛 = 3, this bijection expresses the associativity of the composition law of C : see the
proof of proposition 2.5.10.

(ii) For any simplicial set𝑋 , and any arrow 𝑓 : 𝑥 → 𝑦 of𝑋 we get commuting triangles

(1𝑥 , 𝑓 , 𝑓 ) and (𝑓 , 1𝑦, 𝑓 )
since the (degenerate) 2-simplices 𝑠01 (𝑓 ) and 𝑠11 (𝑓 ) extend (1𝑥 , 𝑓 , 𝑓 ), respectively (𝑓 , 1𝑥 , 𝑓 ).

(iii) Moreover, example 2.1.5(ii,iii) implies that a triangle (𝑓 , 𝑔, ℎ) of 𝑋 commutes⇔
the corresponding triangle (𝑔op, 𝑓 op, ℎop) commutes in 𝑋 op (notation of remark 2.5.2(iii)).

We deduce from remark 2.5.5 the following characterization :

Lemma 2.5.6. For every simplicial set 𝑋 and every small category C , the datum of a mor-
phism 𝑋 → 𝑁 (C ) of sSet is equivalent to that of a map 𝑢 : 𝑋1→𝑁 (C )1 such that :

(a) 𝑢 (1𝑥 ) is an identity morphism of C , for every 𝑥 ∈ 𝑋0

(b) for every commutative triangle (𝑓 , 𝑔, ℎ) of 𝑋 we have 𝑢 (ℎ) = 𝑢 (𝑔) ◦ 𝑢 (𝑓 ).

Proof. Clearly any morphism 𝑋 → 𝑁 (C ) of simplicial sets yields, by restriction, a map
𝑋1 → 𝑁 (C )1 verifying (a) and (b).

Conversely, let 𝑢 be such a map; for every 𝑥 ∈ 𝑋0 we let 𝑢0 (𝑥) ∈ 𝑁 (C )0 = Ob(C ) be
the source (which is also the target) of 𝑢 (1𝑥 ).

Claim 2.5.7. For every arrow 𝑓 : 𝑥 → 𝑦 of 𝑋 , the source and the target of 𝑢 (𝑓 ) are
respectively 𝑢0 (𝑥) and 𝑢0 (𝑦).
Proof : By remark 2.5.5(ii) we have commutative triangles (1𝑥 , 𝑓 , 𝑓 ) and (𝑓 , 1𝑦, 𝑓 ), and by
(b) it follows that 𝑢 (𝑓 ) = 𝑢 (𝑓 ) ◦ 𝑢 (1𝑥 ) = 𝑢 (1𝑦) ◦ 𝑢 (𝑓 ), whence the claim. 3

Next, let 𝑛 > 0 be an integer, and 𝑥• : Δ𝑛 → 𝑋 any 𝑛-simplex of 𝑋 ; the restriction of

𝑥• to 𝑆𝑝𝑛 amounts to a connected sequence of arrows 𝑥0
𝑓1−→ 𝑥1

𝑓2−→ · · ·
𝑓𝑛−→ 𝑥𝑛 and in light

of claim 2.5.7, we may set

𝑢𝑛 (𝑥•) :=
(
𝑢0 (𝑥0)

𝑢 (𝑓1 )−−−−→ 𝑢0 (𝑥1)
𝑢 (𝑓2 )−−−−→ · · ·

𝑢 (𝑓𝑛 )−−−−→ 𝑢0 (𝑥𝑛)
)
∈ 𝑁 (C )𝑛 .

It remains to check that the system of maps (𝑢𝑛 : 𝑋𝑛 → 𝑁 (C )𝑛 | 𝑛 ∈ N) thus defined
yields a morphism of simplicial sets, and to this aim it suffices to show that

𝑑𝑖𝑛 ◦ 𝑢𝑛 = 𝑢𝑛−1 ◦ 𝑑𝑖𝑛 ∀𝑛 ≥ 1,∀𝑖 = 0, . . . , 𝑛

𝑠𝑖𝑛 ◦ 𝑢𝑛 = 𝑢𝑛+1 ◦ 𝑠𝑖𝑛 ∀𝑛 ≥ 0,∀𝑖 = 0, . . . , 𝑛.

The identity 𝑠00 ◦ 𝑢0 = 𝑢1 ◦ 𝑠00 follows immediately from (a). Next, let 𝜙 : [𝑚] → [𝑛] be
any morphism of ∆; clearly, the composition :

𝑆𝑝𝑚 ↩→ Δ𝑚
Δ𝜙−−→ Δ𝑛

is the unique morphism of sSet whose restriction to Δ{𝑖,𝑖+1} is induced by the unique
surjection of ordered sets {𝑖, 𝑖 + 1} → {𝜙 (𝑖), 𝜙 (𝑖 + 1)}, for every 𝑖 = 0, . . . ,𝑚 − 1.

Hence, let 𝑛 > 0 and 𝑥• be as in the foregoing; it follows that the restriction of 𝑠𝑖𝑛 (𝑥•)
to 𝑆𝑝𝑛+1 is the sequence of arrows :

𝑥0
𝑓1−→ 𝑥1

𝑓2−→ · · ·
𝑓𝑖−→ 𝑥𝑖

1𝑥𝑖−−→ 𝑥𝑖
𝑓𝑖+1−−→ · · ·

𝑓𝑛−→ 𝑥𝑛
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and likewise we may describe 𝑠𝑖𝑛 (𝑢𝑛 (𝑥•)), for every 𝑖 = 0, . . . , 𝑛. Invoking again (a), we
get the desired identity 𝑠𝑖𝑛 ◦ 𝑢𝑛 = 𝑢𝑛+1 ◦ 𝑠𝑖𝑛 .

Likewise, the restriction of 𝑑0𝑛 (𝑥•) and 𝑑𝑛𝑛 (𝑥•) to 𝑆𝑝𝑛−1 are the sequences :

𝑥1
𝑓2−→ · · ·

𝑓𝑛−→ 𝑥𝑛 and 𝑥0
𝑓1−→ 𝑥1

𝑓2−→ · · ·
𝑓𝑛−1−−−→ 𝑥𝑛−1

and a corresponding description applies to𝑑0𝑛 (𝑢𝑛 (𝑥•)) and respectively𝑑𝑛𝑛 (𝑢𝑛 (𝑥•)), whence
𝑑𝑖𝑛 ◦ 𝑢𝑛 = 𝑢𝑛−1 ◦ 𝑑𝑖𝑛 for 𝑖 = 0, 𝑛. Lastly, let 𝑛 ≥ 2 and 0 < 𝑖 < 𝑛; we get a 2-simplex :

𝑦• := Δ2 ∼−→ Δ{𝑖−1,𝑖,𝑖+1} → Δ𝑛
𝑥•−→ 𝑋

whence a commutative triangle (𝑓𝑖 , 𝑓𝑖+1, ℎ) with ℎ := 𝑑12 (𝑦•) : 𝑥𝑖−1 → 𝑥𝑖+1, and it is easily
seen that the restriction to 𝑆𝑝𝑛−1 of 𝑑𝑖𝑛 (𝑥•) is given by the sequence :

𝑥0
𝑓1−→ 𝑥1

𝑓2−→ · · ·
𝑓𝑖−1−−−→ 𝑥𝑖−1

ℎ−→ 𝑥𝑖+1
𝑓𝑖+1−−→ · · ·

𝑓𝑛−→ 𝑥𝑛 .

Likewise, 𝑑𝑖𝑛 (𝑢𝑛 (𝑥•)) is given by the sequence :

𝑢0 (𝑥0)
𝑢 (𝑓1 )−−−−→ · · ·

𝑢 (𝑓𝑖−1 )−−−−−→ 𝑢0 (𝑥𝑖−1)
𝑢 (𝑓𝑖+1 )◦𝑢 (𝑓𝑖 )−−−−−−−−−−→ 𝑢0 (𝑥𝑖+1)

𝑢 (𝑓𝑖+1 )−−−−−→ · · ·
𝑢 (𝑓𝑛 )−−−−→ 𝑢0 (𝑥𝑛)

whence 𝑢𝑛−1 ◦ 𝑑𝑖𝑛 (𝑥•) = 𝑑𝑖𝑛 (𝑢𝑛 (𝑥•)), by virtue of (b). □

Proposition 2.5.8. With the notation of §2.3.3, for every simplicial set 𝑋 , the inclusion
𝑖 : 𝑆𝑘2 (𝑋 ) ↩→ 𝑋 induces an isomorphism of categories :

𝜏 (𝑆𝑘2 (𝑋 )) ∼−→ 𝜏 (𝑋 ).

Proof. For every small category C we have a commutative diagram :

Cat(𝜏 (𝑋 ),C ) //

��

sSet(𝜏 (𝑆𝑘2 (𝑋 )),C )

��
sSet(𝑋, 𝑁 (C )) // sSet(𝑆𝑘2 (𝑋 ), 𝑁 (C ))

whose vertical arrows are bijections, and whose horizontal arrows are induced by 𝑖 .
Lemma 2.5.6 easily implies that the bottom horizontal arrow is bijective as well, so the
same holds for the top horizontal arrow. The assertion then follows from Yoneda’s lemma.

□

Remark 2.5.5(i) motivates the following definition :

Definition 2.5.9. Let𝑋 be a simplicial set. We say that𝑋 satisfies the Grothendieck-Segal
condition, if the inclusion 𝑆𝑝𝑛 ⊂ Δ𝑛 induces a bijection :

𝑋𝑛
∼−→ sSet(Δ𝑛, 𝑋 ) ∼−→ sSet(𝑆𝑝𝑛, 𝑋 ) ∀𝑛 ≥ 2.

Proposition 2.5.10. The essential image of the nerve functor is the class of simplicial sets
that satisfy the Grothendieck-Segal condition.

Proof. Remark 2.5.5(i) shows that every simplicial set in the essential image of 𝑁 satis-
fies the Grothendieck-Segal condition. Conversely, let 𝑋 be a simplicial set verifying the
Grothendieck-Segal condition. We attach to 𝑋 a small category C𝑋 such that :
• Ob(C𝑋 ) := 𝑋0
• C𝑋 (𝑥,𝑦) is the set of 𝑓 ∈ 𝑋1 with source 𝑥 and target 𝑦, for every 𝑥,𝑦 ∈ 𝑋0.

By the Grothendieck-Segal condition, every composable pair of arrows 𝑥
𝑓
−→ 𝑦

𝑔
−→ 𝑧 admits

a unique composition ℎ : 𝑥 → 𝑧, and we set 𝑔 ◦ 𝑓 := ℎ. From remark 2.5.5(ii) we know
that 1𝑥 is a left and right identity for this composition law, for every 𝑥 ∈ 𝑋0. It remains
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to check that the composition law is associative. Hence, let 𝑥
𝑓
−→ 𝑦

𝑔
−→ 𝑧

ℎ−→ 𝑤 be any
composable sequence of 3 arrows; the datum (𝑓 , 𝑔, ℎ) amounts to a morphism 𝑆𝑝3 → 𝑋

of simplicial sets, which by assumption extends to a unique morphism 𝑡 : Δ3 → 𝑋 . Then

𝜕Δ2 ↩→ Δ2 𝑑33 (𝑡 )−−−−→ 𝑋 (resp. 𝜕Δ2 ↩→ Δ2 𝑑03 (𝑡 )−−−−→ 𝑋 )

is the unique triangle whose first two arrows are 𝑓 and 𝑔 (resp. 𝑔 and ℎ), so that :

𝑔 ◦ 𝑓 = 𝑑12 ◦ 𝑑33 (𝑡) ℎ ◦ 𝑔 = 𝑑12 ◦ 𝑑03 (𝑡).

Since 𝑑12 ◦ 𝑑31 = 𝑑22 ◦ 𝑑13 and 𝑑12 ◦ 𝑑03 = 𝑑02 ◦ 𝑑23 , it follows that

𝜕Δ2 ↩→ Δ2 𝑑13 (𝑡 )−−−−→ 𝑋 (resp. 𝜕Δ2 ↩→ Δ2 𝑑23 (𝑡 )−−−−→ 𝑋 )

is the unique triangle whose first two arrows are 𝑔 ◦ 𝑓 and ℎ (resp. 𝑓 and ℎ ◦ 𝑔), so that :

ℎ ◦ (𝑔 ◦ 𝑓 ) = 𝑑12 ◦ 𝑑13 (𝑡) (ℎ ◦ 𝑔) ◦ 𝑓 = 𝑑12 ◦ 𝑑23 (𝑡).

But we have 𝑑12 ◦ 𝑑13 = 𝑑12 ◦ 𝑑23 (proposition 2.1.2(i)), whence the contention.
By construction, we have a natural identification

𝑢1 : 𝑋1
∼−→ 𝑁 (C𝑋 )1

that satisfies conditions (a) and (b) of lemma 2.5.6, whence a morphism of simplicial sets
𝑋 → 𝑁 (C𝑋 ), and since both 𝑋 and 𝑁 (C𝑋 ) verify Grothendieck-Segal condition, the
bijectivity of 𝑢1 implies that 𝑢 is an isomorphism, as required. □

Proposition 2.5.11. A simplicial set 𝑋 satisfies the Grothendieck-Segal condition if and
only if the inclusion Λ𝑛

𝑘
⊂ Δ𝑛 induces bijections :

(∗) sSet(Δ𝑛, 𝑋 ) ∼−→ sSet(Λ𝑛
𝑘
, 𝑋 ) ∀𝑛 ≥ 2,∀𝑘 = 1, . . . , 𝑛 − 1.

Proof. Suppose first that 𝑋 satisfies the Grothendieck-Segal condition; by proposition
2.5.10, we have an isomorphism 𝑋 ∼−→ 𝑁 (C ) for some small category C , and for every
simplicial set 𝑌 we get a commutative diagram :

sSet(𝑌,𝑋 ) //

��

Cat(𝜏 (𝑌 ),C )

��
sSet(𝑆𝑘2 (𝑌 ), 𝑋 ) // Cat(𝜏 (𝑆𝑘2𝑌 ),C )

whose horizontal arrows are bijections, and whose vertical arrows are induced by the in-
clusion 𝑆𝑘2 (𝑌 ) ↩→ 𝑌 . In view of proposition 2.5.8, also the right vertical arrow is bijective,
so the same holds for the left vertical one. Thus, the inclusions Λ𝑛

𝑘
⊂ Δ𝑛 , 𝑆𝑘2 (Δ𝑛) ⊂ Δ𝑛

and 𝑆𝑘2 (Λ𝑛𝑘 ) ⊂ Λ𝑛
𝑘
induce a commutative diagram :

sSet(Δ𝑛, 𝑋 ) //

��

sSet(Λ𝑛
𝑘
, 𝑋 )

��
sSet(𝑆𝑘2 (Δ𝑛), 𝑋 ) // sSet(𝑆𝑘2 (Λ𝑛𝑘 ), 𝑋 )

whose vertical arrows are bijections. Now, suppose first that 𝑛 ≥ 4; we have

𝑆𝑘2 (Δ𝑛) =
⋃

0≤𝑖< 𝑗<𝑙≤𝑛
Δ{𝑖, 𝑗,𝑙 } Λ𝑛

𝑘
:=

⋃
𝑘∈𝐸⊊[𝑛]

Δ𝐸
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and notice that for every sequence 0 ≤ 𝑖 < 𝑗 < 𝑙 ≤ 𝑛, the subset 𝐸 := {𝑖, 𝑗, 𝑙, 𝑘} is strictly
contained in [𝑛], since the cardinality of the latter is 𝑛 + 1 ≥ 5. Hence, Δ{𝑖, 𝑗,𝑙 } ⊂ 𝑆𝑘2 (Λ𝑛𝑘 )
for every such sequence, i.e. :

𝑆𝑘2 (Δ𝑛) = 𝑆𝑘2 (Λ𝑛𝑘 ) ∀𝑛 ≥ 4,∀0 ≤ 𝑘 ≤ 𝑛.

Hence, the bottom horizontal arrow of the diagram is bijective for every 𝑛 ≥ 4 and every
0 ≤ 𝑘 ≤ 𝑛, so that the same holds for the top horizontal arrow.

Next, for 𝑛 = 2, the sought bijection is clear, since Λ2
1 = 𝑆𝑝

2. Lastly, we have :

Λ3
1 = Δ{0,1,2} ∪ Δ{0,1,3} ∪ Δ{1,2,3} Λ3

2 = Δ{0,1,2} ∪ Δ{0,2,3} ∪ Δ{1,2,3} .

Hence, the datum of a morphism 𝑥• : Λ3
1 → 𝑁 (C ) of simplicial sets amounts to that of a

diagram in C of the following shape :

(∗∗)

𝑥2

��

𝑥0 //

..

00

𝑥1

>>

  
𝑥3

whose 3 triangles containing the vertex 𝑥1 commute. But then, clearly the sequence of
morphisms 𝑥0 → 𝑥1 → 𝑥2 → 𝑥3 is the unique 3-simplex of 𝑁 (C ) whose restriction to Λ3

1
agrees with 𝑥•, as required. The same argument applies to morphisms Λ3

2 → 𝑁 (C ), and
concludes the proof.

Conversely, suppose that we have the bijections (∗). Since Λ2
1 = 𝑆𝑝2, we see in par-

ticular that every composable pair 𝑥
𝑓
−→ 𝑦

𝑔
−→ 𝑧 of arrows of 𝑋 admits a unique compo-

sition, so we may define a composition law for the set of arrows of 𝑋 , as in the proof of
proposition 2.5.10, and remark 2.5.5(ii) shows that 1𝑥 is a right and left identity for this
composition law, for every 𝑥 ∈ 𝑋0. In order to obtain a category C𝑋 with Ob(C𝑋 ) = 𝑋0
as in loc.cit., it remains only to check the associativity of the composition law. Hence,

let 𝑥0
𝑓
−→ 𝑥1

𝑔
−→ 𝑥2

ℎ−→ 𝑥3 be any composable sequence of arrows in 𝑋 ; after adding
𝑔 ◦ 𝑓 : 𝑥0 → 𝑥2, ℎ ◦𝑔 : 𝑥1 → 𝑥3 and (ℎ ◦𝑔) ◦ 𝑓 : 𝑥0 → 𝑥3, we obtain precisely a diagram of
arrows of 𝑋 of the shape of (∗∗), i.e. a morphism Λ3

1 → 𝑋 , which by assumption extends
uniquely to a morphism Δ3 → 𝑋 . The existence of such extension means that every tri-
angle of (∗∗) commutes, which yields the sought associativity property. Arguing as in the
proof of proposition 2.5.10, we deduce a morphism of simplicial sets𝑢 : 𝑋 → 𝑁 (C𝑋 ), and
we are reduced to showing that 𝑢 is an isomorphism. We check, by induction on 𝑛, that
𝑢𝑛 : 𝑋𝑛 → 𝑁 (C𝑋 )𝑛 is a bijection for every 𝑛 ∈ N. The assertion is clear for 𝑛 ≤ 1; let then
𝑛 ≥ 2, and suppose that 𝑢𝑚 is bijective for every𝑚 < 𝑛. We consider the commutative
diagram, whose left vertical arrow is bijective by assumption :

sSet(Δ𝑛, 𝑋 ) //

��

sSet(Δ𝑛, 𝑁 (C𝑋 ))

��
sSet(Λ𝑛1 , 𝑋 ) // sSet(Λ𝑛1 , 𝑁 (C𝑋 ))

and whose right vertical arrow is also bijective, by the foregoing. Hence, we are further
reduced to proving the bijectivity of the bottom horizontal arrow. However, by example
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2.3.9(ii), we get a natural identification of sSet(Λ𝑛1 , 𝑋 ) (resp. of sSet(Λ𝑛1 , 𝑁 (C𝑋 ))) with the
set Σ𝑛 (resp. Σ′𝑛) of all sequences of elements of 𝑋𝑛−1 (resp. of 𝑁 (C𝑋 )𝑛−1) :

(𝑥𝑖 | 𝑖 ∈ [𝑛] \ {1}) such that 𝑑𝑖𝑛−1 (𝑥 𝑗 ) = 𝑑
𝑗

𝑛−1 (𝑥𝑖 ) ∀𝑖, 𝑗 ∈ [𝑛] \ {1}.

By inductive assumption, 𝑢𝑛−1 induces a bijection Σ𝑛 ∼−→ Σ𝑛−1, QED. □

Remark 2.5.12. The proof of proposition 2.5.11 implies in particular that we have natural
isomorphisms of categories :

𝜏 (Λ2
1) ∼−→ [2] 𝜏 (Λ3

1) ∼−→ [3] ∼←− 𝜏 (Λ3
2) and 𝜏 (Λ𝑛

𝑘
) ∼−→ [𝑛] ∀𝑛 ≥ 4,∀0 ≤ 𝑘 ≤ 𝑛.

On the other hand, 𝜏 (Λ2
0) and 𝜏 (Λ2

2) are not isomorphic to [2], and 𝜏 (Λ3
0) and 𝜏 (Λ3

3) are
not isomorphic to [3].

2.5.13. Localizations of simplicial sets. In §1.11 and §1.12we explained how to invert given
morphisms of ordinary categories; we nowwish to discuss a homotopical version of these
constructions, that applies to all simplicial sets. To beginwith, for a given arrow 𝑓 : 𝑥 → 𝑦

of a simplicial set 𝑋 (see definition 2.5.1(ii)), let us form the push-out :

Λ2
0

(𝑓 ,1𝑥 ) //

��

𝑋

𝜂 𝑓

��
Δ2 𝐿𝑓 // 𝑋 [𝑔𝑓 = 1]

where (𝑓 , 1𝑥 ) denotes the unique morphism whose restriction to Δ{0,1} and to Δ{0,2} are
respectively 𝑓 and 1𝑥 (notation of §2.3.7); hence the restriction of 𝐿𝑓 to Δ{1,2} is an arrow
𝑔 : 𝑦 → 𝑥 of 𝑋 [𝑔𝑓 = 1] that is a left inverse for the image 𝑓 of 𝑓 in 𝑋 [𝑔𝑓 = 1].

• To explain the universality of the resulting pair of functors𝑋
𝜂 𝑓

−−→ 𝑋 [𝑔𝑓 = 1] 𝐿𝑓←−− Δ2,
consider any functor 𝑢 : 𝑋 → 𝑌 (i.e. any morphism of sSet : see definition 2.5.1(iv)), and
suppose that we have a commuting triangle in 𝑌 :

(𝑢 (𝑓 ), 𝑡, 1𝑢 (𝑥 ) ) :

𝑢 (𝑦)
𝑡

$$
𝑢 (𝑥)

1𝑢 (𝑥 ) //

𝑢 (𝑓 ) ::

𝑢 (𝑥)

that is the boundary of a given 2-simplex𝐻 : Δ2 → 𝑌 . Then there exists a unique functor

𝑣 : 𝑋 [𝑔𝑓 = 1] → 𝑌 such that 𝑣 ◦ 𝜂 𝑓 = 𝑢 and 𝑣 (𝐿𝑓 ) = 𝐻

and clearly 𝑣 (𝑔) = 𝑡 . So, 𝑔 provides a suitably universal left inverse for 𝑓 .
• In order to add a universal right inverse for 𝑓 , we then perform the previous operation

on the arrow 𝑓 op of the front-to-back dual 𝑋 op of 𝑋 (see §2.1.4); hence we let

𝑋 [𝑓 ℎ = 1] := (𝑋 op [ℎop 𝑓 op = 1])op 𝜈 𝑓 := (𝜂 𝑓 op )op 𝑅 𝑓 := (𝐿𝑓 op )op .

Explicitly, this comes down to forming the push-out :

Λ2
2

(1𝑦 ,𝑓 ) //

��

𝑋

𝜈 𝑓

��
Δ2 𝑅𝑓 // 𝑋 [𝑓 ℎ = 1]
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where (1𝑦, 𝑓 ) denotes the unique morphism whose restriction to Δ{0,2} and to Δ{1,2} are
respectively 1𝑦 and 𝑓 . Then the restriction of 𝑅 𝑓 to Δ{0,1} is a universal right inverse
ℎ : 𝑦 → 𝑥 for the image of 𝑓 in 𝑋 [𝑓 ℎ = 1] : the reader can spell out the corresponding

universal property for the pair of functors 𝑋
𝜈 𝑓−−→ 𝑋 [𝑓 ℎ = 1] 𝑅𝑓←−− Δ2.

• We can combine the two foregoing constructions to add universal right and left
inverse arrows to the given arrow 𝑓 ; indeed, let us set

𝑋 [𝑓 −1] := 𝑋 [𝑔𝑓 = 1] [𝑓 ℎ = 1]

and define 𝜇 𝑓 : 𝑋 → 𝑋 [𝑓 −1] as the composition 𝑋
𝜂 𝑓

−−→ 𝑋 [𝑔𝑓 = 1] 𝜈 𝑓−−→ 𝑋 [𝑓 −1]. The
image of 𝑓 in 𝑋 [𝑓 −1] has then a left inverse 𝑔 (or rather, the image of 𝑔 in 𝑋 [𝑓 −1]) and a
right inverse ℎ; the triangles (𝑓 , 𝑔, 1𝑥 ) and (ℎ, 𝑓 , 1𝑦) are the boundaries of the 2-simplices

𝐿𝑓 : Δ2 𝐿𝑓−−→ 𝑋 [𝑔𝑓 = 1] 𝜈 𝑓−−→ 𝑋 [𝑓 −1] and 𝑅 𝑓 := 𝑅 𝑓 : Δ2 → 𝑋 [𝑓 −1] .
• More generally, we wish to formally invert every element of a given subset Σ ⊂ 𝑋1.

To this aim, we proceed as in the proof of proposition 1.11.4 : suppose first that Σ =

{𝑓1, . . . , 𝑓𝑛} is a finite subset; then we set :

𝑌0 := 𝑋 and 𝑌𝑖 := 𝑌𝑖−1 [𝑓 𝑖−1] ∀𝑖 = 1, . . . , 𝑛

where 𝑓 𝑖 denotes the image of 𝑓𝑖 in 𝑌𝑖−1 for every 𝑖 = 1, . . . , 𝑛. Then we let

𝑋 [Σ−1] := 𝑌𝑛 and denote by 𝜇𝑋,Σ : 𝑋 → 𝑋 [Σ−1]

the composition of the localizations (𝜇 𝑓 𝑖 : 𝑌𝑖−1 → 𝑌𝑖 | 𝑖 = 1, . . . , 𝑛).
• Lastly, if Σ is an arbitrary subset of 𝑋1, we let P0 (Σ) be the set of all finite subsets

of Σ, partially ordered by inclusion of subsets; by the foregoing, for every Δ ∈P0 (Σ) we
get a localization 𝜇𝑋,Δ : 𝑋 → 𝑋 [Δ−1], and we have

𝜇𝑋,Δ
′
= 𝜇𝑋 [Δ

−1 ],Δ′\Δ ◦ 𝜇𝑋,Δ ∀Δ,Δ′ ∈P0 (Σ) with Δ ⊂ Δ′ .

Thus, we have a well-defined functor

𝑋 [−] : P0 (Σ) → sSet Δ ↦→ 𝑋 [Δ−1] (Δ ⊂ Δ′) ↦→ 𝜇𝑋 [Δ
−1 ],Δ′\Δ

and we denote by 𝑋 [Σ−1] the colimit of 𝑋 [−]. If (𝛿Δ : 𝑋 [Δ−1] → 𝑋 [Σ−1] | Δ ∈ P0 (Σ))
is a universal co-cone, we set as well 𝜇Σ := 𝛿∅ : 𝑋 = 𝑋 [∅−1] → 𝑋 [Σ−1].
• The simplicial set 𝑋 [Σ−1] comes equipped with a distinguished system of pairs of

2-simplices :

𝐿𝑓 :
𝑦

𝑔𝑓

!!
𝑥

𝑓
==

1𝑥 // 𝑥

𝑅 𝑓 :
𝑥

𝑓

##
𝑦

1𝑦 //

ℎ𝑓
;;

𝑦

∀(𝑓 : 𝑥 → 𝑦) ∈ Σ

where 𝑓 denotes the image of 𝑓 in 𝑋 [Σ−1], for every 𝑓 ∈ Σ. The datum (𝜇Σ, 𝐿•, 𝑅•)
enjoys the following universal property : let 𝑢 : 𝑋 → 𝑌 be any functor such that 𝑢 (𝑓 ) is
invertible in 𝑌 for every 𝑓 ∈ Σ, so that we have commuting triangles :

𝑢 (𝑦)

$$

𝑢 (𝑥)
𝑢 (𝑓 )

$$
𝑢 (𝑥)

1𝑢 (𝑥 ) //

𝑢 (𝑓 ) ::

𝑢 (𝑥) 𝑢 (𝑦)
1𝑢 (𝑦) //

::

𝑢 (𝑦)
∀𝑓 ∈ Σ



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 118

that are boundaries of 2-simplices 𝐻 𝑓 , 𝐾 𝑓 : Δ2 ⇒ 𝑌 . Then there exists a unique functor

𝑣 : 𝑋 [Σ−1] → 𝑌 such that 𝑣 ◦ 𝜇Σ = 𝑢 𝑣 (𝐿𝑓 ) = 𝐻 𝑓 𝑣 (𝑅 𝑓 ) = 𝐾 𝑓 ∀𝑓 ∈ Σ.

2.5.14. Let (𝜂•, 𝜀•) be the unit and counit of the adjunction for the adjoint pair (𝜏, 𝑁 )
(see §2.3.3); then 𝜂𝑋 : 𝑋 → 𝑁 ◦ 𝜏𝑋 consists of a system of natural maps :

𝜂𝑋,𝑛 : 𝑋𝑛 → Cat( [𝑛], 𝜏𝑋 ) ∀𝑋 ∈ Ob(sSet),∀𝑛 ∈ N.
The naturality of the maps 𝜂𝑋,𝑛 means that we get commutative diagrams of sets :

𝑋𝑚
𝜂𝑋,𝑚 //

𝑓 ∗

��

Cat( [𝑚], 𝜏𝑋 )
Cat(𝑓 ,𝜏𝑋 )
��

𝑌𝑛
𝜂𝑌,𝑛 //

𝑢𝑛
��

Cat( [𝑛], 𝜏𝑌 )
Cat( [𝑛],𝜏 (𝑢 ) )
��

𝑋𝑛
𝜂𝑋,𝑛 // Cat( [𝑛], 𝜏𝑋 ) 𝑋𝑛

𝜂𝑋,𝑛 // Cat( [𝑛], 𝜏𝑋 )

for every morphism 𝑓 : [𝑛] → [𝑚] of 𝚫 and every morphism 𝑢 : 𝑌 → 𝑋 of sSet.
• Especially, let 𝑥 ∈ 𝑋𝑛 for some 𝑛 ∈ N; if we take 𝑌 := Δ𝑛 and let 𝑢𝑥 : Δ𝑛 → 𝑋 be the

unique morphism of sSet such that 𝑢𝑥,𝑛 (1[𝑛]) = 𝑥 , we see that
𝜂𝑋,𝑛 (𝑥) = 𝜏 (𝑢𝑥 ) ◦ 𝜂Δ𝑛,𝑛 (1[𝑛]).

However, recall that 𝜀• is an isomorphism; then, since Δ𝑛 = 𝑁 ( [𝑛]), the triangular iden-
tities for (𝜂•, 𝜀•) yield : 𝜂Δ𝑛,𝑛 (1[𝑛]) = 𝑁 (𝜀 [𝑛])−1𝑛 (1[𝑛]) = 𝜀−1[𝑛] : [𝑛] ∼−→ 𝜏Δ𝑛 (see [13,
Prob.2.13]). In the following we will identify [𝑛] with 𝜏Δ𝑛 via the (unique) isomorphism
𝜀−1[𝑛] , and we shall use for 𝜂𝑋,𝑛 the notation :

𝑥 ↦→ 𝜏𝑛 (𝑥) := 𝜏 (𝑢𝑥 ) ◦ 𝜀−1[𝑛] ∀𝑛 ∈ N,∀𝑥 ∈ 𝑋𝑛 .

• Hence, to every 𝑛 ∈ N and every subset Σ ⊂ 𝑋𝑛 , we may attach the image 𝜏𝑛Σ of Σ
under the map 𝜏𝑛 ; e.g. for 𝑛 = 1, we have 𝜏1Σ ⊂ Mor(𝜏𝑋 ) for every such Σ, and for every
arrow 𝑓 : 𝑥 → 𝑦 of𝑋 , the source and target of 𝜏1 (𝑓 ) are respectively 𝜏0 (𝑥) and 𝜏0 (𝑦). Also,
for every 𝑥 ∈ 𝑋0, the identity 1𝑥 : 𝑥 → 𝑥 corresponds to the 1-simplex Δ1 → Δ0 𝑥−→ 𝑋 , so

𝜏1 (1𝑥 ) is the morphism corresponding to the functor [1] → [0]
𝜏0 (𝑥 )−−−−→ 𝜏 (𝑋 ), i.e. we have

𝜏1 (1𝑥 ) = 1𝜏0 (𝑥 ) for every 𝑥 ∈ 𝑋0. The maps 𝜏𝑛 are bijections for 𝑛 = 0 (remark 2.3.5), but
for 𝑛 > 0 they are, in general, neither injective nor surjective.

Proposition 2.5.15. Let 𝑋 ∈ Ob(sSet), Σ ⊂ 𝑋1 and 𝜇Σ : 𝑋 → 𝑋 [Σ−1] the localization
functor of §2.5.13. With the notation of §2.5.14, the pair (𝜏 (𝑋 [Σ−1]), 𝜏 (𝜇Σ)) is a localization
of the category 𝜏𝑋 along the subset 𝜏1Σ; i.e. we have a natural identification of categories :

𝜏 (𝑋 [Σ−1]) ∼−→ 𝜏𝑋 [(𝜏1Σ)−1] .

Proof. In view of remark 1.11.3(iv), it suffices to check that for every small category D ,
the functor 𝜇Σ induces a bijection :

𝛼 : Cat(𝜏 (𝑋 [Σ−1]),D) ∼−→ {𝐹 ∈ Cat(𝜏𝑋,D) | 𝐹 (𝜏1Σ) ⊂ Isom(D)} 𝐺 ↦→ 𝐺 ◦ 𝜏 (𝜇Σ)
where Isom(D) denotes the set of isomorphism of D . By adjunction, we have natural
bijections :

𝜔𝑋 [Σ−1 ] : Cat(𝜏 (𝑋 [Σ−1]),D) ∼−→ sSet(𝑋 [Σ−1], 𝑁D) 𝜔𝑋 : Cat(𝜏𝑋,D) ∼−→ sSet(𝑋, 𝑁D)
that identify 𝛼 with the corresponding map

𝛽 : sSet(𝑋 [Σ−1], 𝑁D) → sSet(𝑋, 𝑁D) 𝑣 ↦→ 𝑣 ◦ 𝜇Σ
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and notice that an arrow 𝑓 : 𝑎 → 𝑏 of 𝑁D is invertible if and only if it is an isomorphism

of D ; moreover, the sequences 𝑎
𝑓
−→ 𝑏

𝑓 −1

−−−→ 𝑎 and 𝑏
𝑓 −1

−−−→ 𝑎
𝑓
−→ 𝑏 are the unique 2-simplices

of 𝑁D bounding the commuting triangles

𝑏
𝑓 −1

!!
𝑎

1𝑎 //

𝑓
==

𝑎

and resp.
𝑎

𝑓

$$
𝑏

1𝑏 //

𝑓 −1
;;

𝑏.

The universal property of 𝑋 [Σ−1] then says that 𝛽 induces a bijection :

𝛾 : sSet(𝑋 [Σ−1], 𝑁D) ∼−→ {𝑣 ∈ sSet(𝑋, 𝑁D) | 𝑣 (Σ) ⊂ Isom(D)} 𝑣 ↦→ 𝑣 ◦ 𝜇Σ .
Hence, we need to check that𝜔𝑋 identifies the target of 𝛼 with the target of𝛾 . To this aim,
let 𝑗 : D0 → D be the inclusion of the subcategory with Ob(D0) = Ob(D), and whose
morphisms are the isomorphisms of D ; also, for every 𝑥 ∈ Σ, let 𝑢𝑥 : Δ1 → 𝑋 be the
corresponding morphisms of sSet, as in §2.5.14. Then, a morphism 𝑣 : 𝑋 → 𝑁D lies in
the target of𝛾 if and only if 𝑣◦𝑢𝑥 : Δ1 → 𝑁D factors through amorphism 𝑣𝑥 : Δ1 → 𝑁D0
for every 𝑥 ∈ Σ, and by adjunction, 𝑣𝑥 corresponds to a functor 𝐹𝑥 : 𝜏Δ1 → D0 such that
𝑗 ◦𝐹𝑥 = 𝜀D ◦𝜏 (𝑣 ◦𝑢𝑥 ) : 𝜏Δ1 → 𝜏𝑁D ∼−→ D . On the other hand, a functor 𝐹 : 𝜏𝑋 → D lies
in the target of 𝛼 if and only if 𝐹 ◦ 𝜏 (𝑢𝑥 ) : 𝜏Δ1 → D factors through a functor 𝜏Δ1 → D0,
for every 𝑥 ∈ Σ. To conclude, it suffices now to notice that 𝜔−1

𝑋
(𝑣) = 𝜀D ◦ 𝜏 (𝑣) for every

morphism 𝑣 : 𝑋 → 𝑁D of sSet. □

2.6. ∞-categories and their homotopy categories.

Definition 2.6.1. (i) An∞-category (resp a Kan complex) is a simplicial set 𝑋 such that
for every integer 𝑛 ≥ 2 and every 0 < 𝑘 < 𝑛 (resp. for every integer 𝑛 ≥ 1 and every
0 ≤ 𝑘 ≤ 𝑛), the inclusion Λ𝑛

𝑘
↩→ Δ𝑛 induces a surjection :

sSet(Δ𝑛, 𝑋 ) → sSet(Λ𝑛
𝑘
, 𝑋 ).

(ii) An∞-groupoid is an∞-category in which all morphisms are invertible.

Example 2.6.2. (i) By virtue of propositions 2.5.10 and 2.5.11, the nerve of every small
category C is an ∞-category. Moreover, a morphism of 𝑁 (C ) is invertible if and only if
it is an isomorphism of C , hence C is a groupoid if and only if 𝑁 (C ) is an∞-groupoid.

(ii) Since the product of any family of surjections is a surjection, we see that the
product in sSet of any small family of ∞-categories is again an ∞-category. Then it also
follows easily that the product of any small family of∞-groupoids is again an∞-groupoid.

Proposition 2.6.3. Every Kan complex is an∞-groupoid.

Proof. Clearly every Kan complex 𝑋 is an ∞-category. For every morphism 𝑓 : 𝑥 → 𝑦

of 𝑋 , there exists a unique morphism 𝑢 : Λ2
0 → 𝑋 of simplicial sets whose restriction

to Δ{0,1} agrees with 𝑓 , and whose restriction to Δ{0,2} agrees with 1𝑥 ; by assumption, 𝑢
extends to a morphism Δ2 → 𝑋 , whose restriction to 𝜕Δ2 yields a commutative diagram
exhibiting a left inverse for 𝑓 . Likewise one may exhibit a right inverse for 𝑓 . □

Remark 2.6.4. (i) We shall see that the converse of proposition 2.6.3 holds as well.
(ii) The notion of ∞-category was introduced by Boardman and Vogt in order to un-

derstand the theory of algebraic structures up to (coherent) homotopies, under the name
ofweak Kan complexes. They were developed by Joyal under the name of quasi-categories,
and then by Lurie under the name of∞-categories.
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(iii) With remark 2.3.8(i), it is easily seen that the front-to-back dual 𝑋 op of any ∞-
category 𝑋 is an ∞-category, which we also call simply the opposite of 𝑋 . Also, 𝑋 is an
∞-groupoid if and only if the same holds for 𝑋 op.

2.6.5. The Boardman-Vogt construction. Let 𝑋 be an ∞-category; the rest of this section
is dedicated to giving an explicit description of the associated category 𝜏 (𝑋 ) (notation of
§2.3.3). To this aim we will have to study morphisms of the form

𝑥• : 𝑆𝑘1 (Δ3) → 𝑋 .

Such a morphism amounts to the datum of a diagram of arrows of 𝑋 of the shape :

𝑥2

��

𝑥0 //

..

00

𝑥1

>>

  
𝑥3

in which none of the triangles is required to commute. Such a diagram consists of four
triangles (𝑑𝑖𝑥• : 𝜕Δ2 → 𝑋 | 𝑖 = 0, . . . , 3), corresponding to the restrictions of 𝑥• to the
subsimplicial sets 𝑆𝑘1 (Δ𝐸𝑖 ), where 𝐸𝑖 := {0, . . . , 3} \ {𝑖} for 𝑖 = 0, . . . , 3.

Lemma 2.6.6. (Joyal’s coherence lemma) With the notation of §2.6.5, suppose that the
triangles 𝑑0𝑥• and 𝑑3𝑥• commute. Then 𝑑1𝑥• commutes⇔ the same holds for 𝑑2𝑥•.

Proof. As already observed in the proof of proposition 2.5.11, the commutativity of 𝑑0𝑥•,
𝑑2𝑥• and 𝑑3𝑥• amounts to the assertion that 𝑥• is the restriction of a morphism Λ3

1 → 𝑋 ,
which in turn extends to a morphism Δ3 → 𝑋 , since by assumption 𝑋 is an ∞-category,
whence the commutativity of 𝑑1𝑥•. Likewise, the commutativity of 𝑑0𝑥•, 𝑑1𝑥• and 𝑑3𝑥•
means that 𝑥• is the restriction of a morphism Λ3

2 → 𝑋 , which extends to a morphism
Δ3 → 𝑋 , whence the commutativity of 𝑑2𝑥•. □

2.6.7. Given three arrows 𝑓 , 𝑔, ℎ of the∞-category 𝑋 , we shall write :
𝑔𝑓 ∼ ℎ

if the triple (𝑓 , 𝑔, ℎ) is a commutative triangle of 𝑋 .

Lemma 2.6.8. Let 𝑥,𝑦 ∈ 𝑋0, and 𝑓 , 𝑔 : 𝑥 ⇒ 𝑦 two arrows of 𝑋 . We have :
(i) 𝑓 1𝑥 ∼ 𝑓 and 1𝑦 𝑓 ∼ 𝑓 .
(ii) 𝑓 1𝑥 ∼ 𝑔⇔ 1𝑦 𝑓 ∼ 𝑔⇔ 𝑔1𝑥 ∼ 𝑓 ⇔ 1𝑦𝑔 ∼ 𝑓 .
(iii) Let us write 𝑓 ∼1 𝑔 if 𝑓 1𝑥 ∼ 𝑔. Then ∼1 is an equivalence relation on the set 𝑋 (𝑥,𝑦).

Proof. (i) follows from remark 2.5.5(ii). For (ii) we consider the diagrams :

𝑦

1𝑦

��

𝑦

1𝑦

��

𝑥
1𝑥 //

𝑓 --

𝑔 11

𝑥

𝑓
::

𝑓

$$

𝑥
1𝑥 //

𝑓 --

𝑓
11

𝑥

𝑓
::

𝑔

$$
𝑦 𝑦

In view of (i) and lemma 2.6.6, the first diagram shows that 1𝑦 𝑓 ∼ 𝑔⇔ 𝑓 1𝑥 ∼ 𝑔. Likewise,
the second diagram shows that 1𝑦 𝑓 ∼ 𝑔⇒ 𝑔1𝑥 ∼ 𝑓 . After exchanging the roles of 𝑓 and
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𝑔 we get as well the equivalence : 1𝑦𝑔 ∼ 𝑓 ⇔ 𝑔1𝑥 ∼ 𝑓 and that 1𝑦𝑔 ∼ 𝑓 ⇒ 𝑓 1𝑥 ∼ 𝑔,
whence (i).

(iii): The reflexivity of ∼1 holds by virtue of (i), and the symmetricity follows from (ii).
For the transitivity, suppose that 𝑓 ∼1 𝑔 and 𝑔 ∼1 ℎ, and consider the diagram :

𝑦

1𝑦

��

𝑥
1𝑥 //

𝑓 ..

ℎ
00

𝑥

𝑔
::

ℎ

$$
𝑦.

We already know that 𝑔 ∼1 𝑓 and ℎ ∼1 ℎ, so lemma 2.6.6 yields 1𝑦 𝑓 ∼ ℎ, which, according
to (ii), is equivalent to 𝑓 ∼1 ℎ, as required. □

2.6.9. Let 𝑋 be an ∞-category; for any arrow 𝑓 : 𝑥 → 𝑦 of 𝑋 , we let [𝑓 ] be the equiva-
lence class of 𝑓 in the quotient

ho(𝑋 ) (𝑥,𝑦) := 𝑋 (𝑥,𝑦)/∼1

for the equivalence relation ∼1 provided by lemma 2.6.8(iii).

Lemma 2.6.10. (i) Let 𝑥
𝑓
−→ 𝑦

𝑔
−→ 𝑧 and ℎ,ℎ′ : 𝑥 ⇒ 𝑧 be four arrows of 𝑋 such that 𝑔𝑓 ∼ ℎ.

Then we have 𝑔𝑓 ∼ ℎ′ if and only if [ℎ] = [ℎ′].

(ii) In the situation of (i), let 𝑥
𝑓 ′

−→ 𝑦
𝑔′

−→ 𝑧 be two more arrows of 𝑋 such that [𝑓 ] = [𝑓 ′]
and [𝑔] = [𝑔′]. Then 𝑔′ 𝑓 ′ ∼ ℎ.

Proof. (i): By applying lemma 2.6.6 to the diagram :

𝑧

1𝑧

��

𝑥
𝑓 //

ℎ --

ℎ′
11

𝑦

𝑔
::

𝑔

$$
𝑧

we get 1𝑧ℎ ∼ ℎ′ ⇔ 𝑔𝑓 ∼ ℎ′, whence the assertion, in view of lemma 2.6.8(ii).
(ii): Let us check first that 𝑔′ 𝑓 ∼ ℎ; to this aim, we apply lemma 2.6.6 to the diagram :

𝑧

1𝑧

��

𝑥
𝑓 //

ℎ --

ℎ
11

𝑦

𝑔
::

𝑔′

$$
𝑧

and recall that [𝑔] = [𝑔′] ⇔ 1𝑧𝑔 ∼ 𝑔′, again by lemma 2.6.8(ii). Next, by arguing with the
opposite ∞-category 𝑋 op, the foregoing implies that 𝑔𝑓 ′ ∼ ℎ (see remark 2.5.5(iii)). The
assertion follows by combining these two cases. □
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2.6.11. Lemma 2.6.10 implies that for every 𝑥,𝑦, 𝑧 ∈ 𝑋0 we get a well-defined map

ho(𝑋 ) (𝑥,𝑦) × ho(𝑋 ) (𝑦, 𝑧) → ho(𝑥, 𝑧) ( [𝑓 ], [𝑔]) ↦→ [𝑔] ◦ [𝑓 ] := [𝑔 ◦ 𝑓 ]

where 𝑔 ◦ 𝑓 : 𝑥 → 𝑧 denotes any composition of 𝑓 and 𝑔 in 𝑋 (the existence of 𝑔 ◦ 𝑓 is
assured by the assumption that 𝑋 is an∞-category).

Theorem 2.6.12. (Boardman and Vogt) Let 𝑋 be any∞-category. We have :

(i) There exists a well-defined small category :

ho(𝑋 )

whose set of objects is 𝑋0, and such that the set of morphism 𝑥 → 𝑦 in ho(𝑋 ) is given by
ho(𝑋 ) (𝑥,𝑦), for every 𝑥,𝑦 ∈ 𝑋0; the composition law of ho(𝑋 ) is given by the system of
maps as in §2.6.11. We call ho(𝑋 ) the homotopy category of 𝑋 .

(ii) There exists a unique morphism 𝑢𝑋 : 𝑋 → 𝑁 (ho(𝑋 )) of simplicial sets which is the
identity map on objects, and which sends every arrow 𝑓 of 𝑋 to its class [𝑓 ].
(iii) The adjoint of the morphism 𝑢𝑋 is an isomorphism of categories :

𝜏 (𝑋 ) ∼−→ ho(𝑋 ).

Proof. (i): From lemma 2.6.8(i) it is already clear that [𝑓 ] ◦ [1𝑥 ] = [𝑓 ] = [1𝑦] ◦ [𝑓 ] for
every arrow 𝑓 : 𝑥 → 𝑦 of 𝑋 . The verification of the associativity of the composition
law of ho(𝑋 ) is analogous to that in the proof of proposition 2.5.10 : given a sequence

𝑥
𝑓
−→ 𝑦

𝑔
−→ 𝑧

ℎ−→ 𝑡 of arrows of 𝑋 , we fix a composition 𝑔 ◦ 𝑓 of 𝑓 and 𝑔, and a composition
ℎ ◦ 𝑔 of 𝑔 and ℎ, and we consider the resulting diagram :

𝑧

ℎ

��

𝑥
𝑓 //

𝑔◦𝑓 --

11

𝑦

𝑔
::

ℎ◦𝑔

$$
𝑡

which, by virtue of lemma 2.6.6, shows that any composition of 𝑔 ◦ 𝑓 and ℎ is also a
composition of 𝑓 and ℎ ◦ 𝑔, as required.

(ii): The assertion follows immediately from lemma 2.5.6.
(iii): Invoking again lemma 2.5.6, we see that for every small category C , every mor-

phism of simplicial sets 𝑋 → 𝑁 (C ) is the composition of 𝑢 and a morphism of the form
𝑁 (𝐹 ) : 𝑁 (ho(𝑋 )) → 𝑁 (C ), for a unique functor 𝐹 : ho(𝑋 ) → C . In other words,
(ho(𝑋 ), 𝑢) is a universal couple for the functor :

Cat→ Set C ↦→ sSet(𝑋, 𝑁 (C ))

whence the assertion. □

Corollary 2.6.13. Let 𝑋 be an∞-category. We have :

(i) 𝑋 is an∞-groupoid if and only if ho(𝑋 ) is a groupoid.
(ii) An arrow 𝑓 : 𝑥 → 𝑦 of 𝑋 is invertible⇔ [𝑓 ] is an isomorphism of ho(𝑋 ) ⇔ there

exists an arrow 𝑔 : 𝑦 → 𝑥 of 𝑋 such that 𝑔𝑓 ∼ 1𝑥 and 𝑓 𝑔 ∼ 1𝑦 .
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Proof. Clearly (ii)⇒(i). To show (ii), suppose first that 𝑓 is invertible in𝑋 ; then there exist
arrows 𝑔, ℎ : 𝑦 → 𝑥 of 𝑋 such that 𝑔𝑓 ∼ 1𝑥 and 𝑓 ℎ ∼ 1𝑦 , so that [𝑔] ◦ [𝑓 ] = [1𝑥 ] and
[𝑓 ] ◦ [ℎ] = [1𝑦], and therefore [𝑓 ] is an isomorphism of ho(𝑋 ). Next, if the class [𝑓 ] of 𝑓
is an isomorphism in ho(𝑋 ), there exists an arrow 𝑔 : 𝑦 → 𝑥 of 𝑋 such that [𝑔𝑓 ] = [1𝑥 ]
and [𝑓 𝑔] = [1𝑦], whence 𝑔𝑓 ∼ 1𝑥 and 𝑓 𝑔 ∼ 1𝑦 , by lemma 2.6.10(i). Lastly, clearly the
latter condition implies that 𝑓 is an invertible arrow of 𝑋 , and the proof is concluded. □

Remark 2.6.14. (i) Let 𝐹 : 𝑋 → 𝑌 be any functor between ∞-categories; for every pair
𝑓 , 𝑔 : 𝑥 ⇒ 𝑥 ′ of morphisms of 𝑋 , it is clear that 𝑓 ∼1 𝑔 ⇒ 𝐹 𝑓 ∼1 𝐹𝑔. Hence, 𝐹 induces a
functor ho(𝐹 ) : ho(𝑋 ) → ho(𝑌 ) that makes commute the diagram :

𝑋
𝐹 //

𝑢𝑋
��

𝑌

𝑢𝑌
��

𝑁ho(𝑋 ) 𝑁ho(𝐹 ) // 𝑁ho(𝑌 )
where 𝑢𝑋 and 𝑢𝑌 are the morphisms of theorem 2.6.12(ii). It follows easily that the iso-
morphisms 𝜏 (𝑋 ) ∼−→ ho(𝑋 ) and 𝜏 (𝑌 ) ∼−→ ho(𝑌 ) of theorem 2.6.12(iii) identify ho(𝐹 ) with
𝜏 (𝐹 ) : 𝜏 (𝑋 ) → 𝜏 (𝑌 ).

(ii) Let (𝑋𝑖 | 𝑖 ∈ 𝐼 ) be any small family of∞-categories, and recall that 𝑋 :=
d
𝑖∈𝐼 𝑋𝑖 is

again an∞-category (example 2.6.2(ii)); from the construction of the category ho(𝑋 ), it is
easily seen that the universal cone (𝑋 → 𝑋𝑖 | 𝑖 ∈ 𝐼 ) induces an isomorphism of categories
ho(𝑋 ) ∼−→

d
𝑖∈𝐼 ho(𝑋𝑖 ). Then, by virtue of (i) and theorem 2.6.12(iii), also the functor 𝜏

commutes with arbitrary small products of∞-categories.
(iii) From corollary 2.6.13(ii) we also see that a functor 𝐹 : 𝑋 → 𝑌 of ∞-categories is

conservative if and only if the same holds for the induced functor ho(𝐹 ) : ho(𝑋 ) → ho(𝑌 )
between homotopy categories (see definition 2.5.4(iv)).
(iv) With theorem 2.6.12(iii) and §2.3.3 we get natural isomorphisms of categories :

𝜔C : C ∼−→ ho(𝑁C ) ∀C ∈ Ob(Cat).
Explicitely, 𝜔C is the identity on objects, and maps every morphism 𝑓 : 𝑥 → 𝑦 of C to
the class [𝑓 ] of the corresponding 1-simplex 𝑓 : 𝑥 → 𝑦 of 𝑁C .
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3. Basic homotopical algebra

This chapter is a review of the basic results of D.Quillen’s seminal treatise [12].
The first section starts out with a study of certain left and right lifting properties for

pairs of morphisms in an arbitrary category C : these notions – isolated first by Quillen –
abstract some general patterns that are ubiquitous in classical algebraic topology, and set
the stage for the introduction of weak factorization systems, consisting of pairs (I ,P)
of classes of morphisms of C that are stable under retracts, such that every element of I
has the left lifting property relative to every element ofP , and such that every morphism
of C can be written as 𝑝 ◦ 𝑖 , for some 𝑖 ∈ I and 𝑝 ∈P .

After these preliminaries, we come in §3.2 to the central notion of this chapter and of
Quillen’s homotopical algebra : that of model category, of which there exist in the litera-
ture several variant definitions, all essentially – though not quite completely – equivalent
to the original one found in [12]; for us, it will be the datum of a finitely complete and
finitely cocomplete category C together with three classes of morphisms : the classes W
of weak equivalences, F 𝑖𝑏 of fibrations, and C𝑜 𝑓 of cofibrations, fulfilling a pair of ax-
ioms, the first of which basically says that W resembles the class of isomorphisms of C ;
the second axiom requires that both (C𝑜 𝑓 ,F 𝑖𝑏 ∩ W ) and (C𝑜 𝑓 ∩ W ,F 𝑖𝑏) form weak
factorization systems for C . It was Quillen’s insight, that such a structure captures all
that is needed in order to recover, in an abstract setting, most essential constructions and
several main results of the classical homotopy theory of topological spaces : notably, one
has suitable cylinder and cocylinder objects in model categories, with which one can for-
mulate a well-behaved notion of homotopy equivalence for morphisms, and then prove
a generalization of Whitehead’s theorem, stating that a morphism of fibrant and cofibrant
objects is a weak equivalence if and only if it is a homotopy equivalence (theorem 3.3.9(i)).

An essential feature of model categories is that one can localize them by inverting
weak equivalences : the resulting homotopy categories can be regarded as wide-reaching
generalizations of the derived categories associated to abelian categories with enough
injective or projective objects. Whereas derived categories provide a natural framework
for the construction and investigation of derived functors of additive functors, homotopy
categories fulfill the same role with respect to arbitrary functors on model categories.

This theme is developed comprehensively starting with §3.4 : while we do not strive
for maximal generality, we present enough of the theory to convey Quillen’s vision of
homotopical algebra as a non-abelian generalization of homological algebra, though focus-
ing on those aspects that will be useful in later sections of our text. So, we first explain
how to derive functors defined on model categories, in rather general situations; espe-
cially, we treat in detail Quillen adjunctions and their induced derived adjoint pairs. Next,
§3.5 studies some elementary classes of homotopy limits and colimits, and lastly, §3.6 adds
some further complements for the special cases of homotopy push-outs and pull-backs.

3.1. Lifting properties and weak factorisation systems.

Definition 3.1.1. Let C be a category, and 𝐴
𝑖−→ 𝐵, 𝑋

𝑝
−→ 𝑌 two morphisms of C .

(i) We say that 𝑖 has the left lifting property with respect to 𝑝 , or equivalently, that 𝑝
has the right lifting property with respect to 𝑖 , if every commutative square :

𝐴 //

𝑖
��

𝑋

𝑝
��

𝐵 // 𝑌
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has a diagonal filler, i.e. can be completed to a commutative diagram :

𝐴 //

𝑖
��

𝑋

𝑝
��

𝐵 //

>>

𝑌 .

(ii) Let F be a class of morphisms of C ; we say that a morphism 𝑓 of C has the left
(resp. right) lifting property with respect to F , if 𝑓 has the left (resp. right) lifting property
with respect to every element of F .
(iii) We denote by 𝑙 (F ) (resp. 𝑟 (F )) the class of morphisms of C that have the left

(resp. right) lifting property with respect to F .
(iv) Suppose that C has an initial object ∅; then we say that 𝑋 is F -projective, if the

unique morphism ∅ → 𝑋 is in 𝑙 (F ). Dually, in case C has a final object 𝑒 , then we say
that 𝑋 is F -injective, if the unique morphism 𝑋 → 𝑒 is in 𝑟 (F ).

Remark 3.1.2. (i) In the situation of definition 3.1.1, the morphism 𝑖 : 𝐴→ 𝐵 has the left
lifting property with respect to 𝑝 : 𝑋 → 𝑌 ⇔ the morphism 𝑖op : 𝐵 → 𝐴 in C op has the
right lifting property with respect to 𝑝op : 𝑌 → 𝑋 .

(ii) Let E be the class of epimorphisms of C , and suppose that C has an initial object
∅; then 𝑋 is a projective object of C ⇔ 𝑋 is E -projective.
(iii) Dually, let M be the class of monomorphisms of C , and suppose that C has a final

object 𝑒; then 𝑋 is an injective object of C ⇔ 𝑋 is M -injective.

Definition 3.1.3. Let C be a category, 𝑋,𝑈 ∈ Ob(C ), and F ⊂ Mor(C ).
(i) 𝑋 is a retract of 𝑈 , if there exists a commutative diagram in C of the form:

𝑋 //

1𝑋
''

𝑈 // 𝑋 .

(ii) Let 𝑓 : 𝑋 → 𝑌 and 𝑔 : 𝑈 → 𝑉 be two morphisms of C ; we say that 𝑓 is a retract of
𝑔 if there exists a commutative diagram in C of the form :

𝑋
𝑎 //

1𝑋

''

𝑓
��

𝑈
𝑏 //

𝑔

��

𝑋

𝑓
��

𝑌
𝑐 //

1𝑌

66𝑉
𝑑 // 𝑌 .

(iii) We say that the class F is stable under retracts, if every retract of every element of
F lies in F .
(iv) We say that F is stable under push-outs, if for every cocartesian square :

𝑋 //

𝑓

��

𝑋 ′

𝑓 ′

��
𝑌 // 𝑌 ′

in C , such that 𝑓 ∈ F , we have 𝑓 ′ ∈ F . We say that F is stable under pull-backs, if F op

is stable under push-outs in C op.
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(v) Let 𝜆>0 be an ordinal. An (F, 𝜆)-sequence is a functor 𝐹 :𝜆→C such that

𝐿𝑖 := lim
−→
𝑗<𝑖

𝐹 ( 𝑗) ∀𝑖 ∈ 𝜆∗ := 𝜆 \ {0} and 𝐿𝜆 := lim
−→
𝑗<𝜆

𝐹 ( 𝑗)

are representable in C and the induced morphism 𝐿𝑖 → 𝐹 (𝑖) is in F for all 𝑖 ∈ 𝜆∗.
(vi) F is stable under transfinite compositions, if it contains all the isomorphisms of C ,

and for every ordinal 𝜆 > 0 and every (F , 𝜆)-sequence 𝐹 : 𝜆 → C , the inducedmorphism
𝐹 (0) → 𝐿𝜆 lies in F .
(vii) We say that a class F of morphisms of C is weakly saturated, if it is stable under
push-outs and under transfinite compositions. We say that F is saturated, if it is weakly
saturated and stable under retracts.

Remark 3.1.4. (i) In the situation of definition 3.1.3(i,ii), 𝑋 (resp 𝑓 ) is a retract of𝑈 (resp.
of 𝑔) in C ⇔ 𝑋 (resp. 𝑓 op) is a retract of𝑈 (resp. of 𝑔op) in C op.

(ii) Let 𝑋
𝑖−→ 𝑈

𝑝
−→ 𝑋 be two morphisms of the category C such that 𝑝 ◦ 𝑖 = 1𝑋 ; then

for every 𝑍 ∈ Ob(C ), the rule 𝑓 ↦→ 𝑓 ◦ 𝑝 establishes a bijection from C (𝑋,𝑍 ) to the set
of 𝑔 ∈ C (𝑈 ,𝑍 ) such that 𝑔 = 𝑔 ◦ 𝑖 ◦ 𝑝 . In other words, 𝑋 represents the coequalizer of
the pair (1𝑈 , 𝑖 ◦ 𝑝), and 𝑝 gives the universal co-cone for such coequalizer. Likewise, if
𝑓 : 𝑋 → 𝑌 is a retract of 𝑔 : 𝑈 → 𝑉 , so that we have also morphisms 𝑌

𝑗
−→ 𝑉

𝑞
−→ 𝑌 as in

definition 3.1.3(ii), then 𝑌 represents the coequalizer of (1𝑉 , 𝑗 ◦ 𝑞), and 𝑓 is characterized
as the unique morphism such that 𝑓 ◦ 𝑝 = 𝑞 ◦ 𝑔.
(iii) LetC ,D be two categories, and 𝐹 : C → D a functor that preserves all small repre-

sentable connected colimits of C . With (ii), we see that for every saturated (resp. weakly
saturated) class F ⊂ Mor(D), the class 𝐹 −1F is saturated (resp. weakly saturated).

Lemma 3.1.5. For every category C , the classes I of isomorphisms of C and E of epi-
morphisms of C are saturated.

Proof. ClearlyI is stable by push-outs, and the same holds forE (see [13, Exemp.2.26(v)]).
Next, consider a diagram as in definition 3.1.3(ii), and suppose that𝑔 ∈ I ; then, it is easily
seen that 𝑏𝑔−1𝑐 is a left and right inverse for 𝑓 , so 𝑓 ∈ I . In case 𝑔 ∈ E , notice that 𝑑 ∈ E
as well (see [13, Exerc.1.119(i)]), and then the same holds for 𝑑𝑔; now, if 𝛼, 𝛽 : 𝑌 ⇒ 𝑍 are
two morphisms of C such that 𝛼 𝑓 = 𝛽 𝑓 , we get 𝛼𝑑𝑔 = 𝛼 𝑓 𝑏 = 𝛽 𝑓 𝑏 = 𝛽𝑑𝑔, whence 𝛼 = 𝛽 ,
and this shows that 𝑓 ∈ E .

Thus, it remains only to check that I and E are stable under trasfinite compositions.
Let 𝜆 be an ordinal, and 𝐹• : 𝜆 → C either an (I , 𝜆)-sequence or an (E , 𝜆)-sequence; we
let (𝜙 𝑗 : 𝐹 𝑗 → 𝐿 | 𝑗 ∈ 𝜆) be a universal co-cone, and extend 𝐹• to a functor 𝐹• : 𝜆 + 1→ C
by 𝐹𝜆 := 𝐿 and 𝐹 𝑗𝜆 := 𝜙 𝑗 for every 𝑗 ∈ 𝜆. If 𝐹• is an (I , 𝜆)-sequence, let us show, by
transfinite induction, that 𝐹0𝑖 : 𝐹0 → 𝐹𝑖 is an isomorphism for every 𝑖 ≤ 𝜆. This is clear
for 𝑖 = 0. Next, let 𝑖 > 0, and suppose that the assertion is already known for every
𝑗 < 𝑖; then it is easily seen that the system (𝐹 −10𝑗 : 𝐹 𝑗 → 𝐹0 | 𝑗 < 𝑖) is a universal co-cone
𝐹•|𝑖 ⇒ 𝑐𝐹0 (where 𝐹•|𝑖 : 𝑖 → C denotes the restriction of 𝐹•). As 𝐹• is an (I , 𝜆)-sequence,
the induced morphism 𝐹0 → 𝐹𝑖 is then an isomorphism; but the latter is precisely 𝐹0𝑖 .

Lastly, if 𝐹• is an (E , 𝜆)-sequence, let us check, again by trasfinite induction, that the
morphism 𝐹0𝑖 : 𝐹0 → 𝐹𝑖 is an epimorphism for every 𝑖 ≤ 𝜆. This is clear for 𝑖 = 0.
Next, let 𝑖 > 0, suppose that the assertion is already known for every 𝑗 < 𝑖 , and let
(𝜏 𝑗 : 𝐹 𝑗 → 𝐿𝑖 | 𝑗 < 𝑖) be a universal co-cone 𝜏• : 𝐹•|𝑖 ⇒ 𝑐𝐿𝑖 ; then 𝐹0𝑖 is the composition
of 𝜏0 with the induced morphism 𝐿𝑖 → 𝐹𝑖 , and the latter is an epimorphism, since 𝐹•
is an (E , 𝜆)-sequence. Thus, it suffices to check that 𝜏0 : 𝐹0 → 𝐿𝑖 is an epimorphism.
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Hence, let 𝛼, 𝛽 : 𝐿𝑖 ⇒ 𝑋 be two morphisms of C with 𝛼𝜏0 = 𝛽𝜏0; it follows that 𝛼𝜏 𝑗𝐹0𝑗 =
𝛽𝜏 𝑗𝐹0𝑗 for every 𝑗 < 𝑖 , whence 𝛼𝜏 𝑗 = 𝛽𝜏 𝑗 for every such 𝑗 , since by inductive assumption
𝐹0𝑗 is an epimorphism. By the universality of 𝜏•, this implies that 𝛼 = 𝛽 , so 𝜏0 is an
epimorphism. □

Proposition 3.1.6. Let C be a category, and F ⊂ Mor(C ) a subclass. Then there exists a
smallest saturated (resp. weakly saturated) classS containingF . We callS the saturation
(resp. the weak saturation) of F .

Proof. We prove the existence of the saturation of F ; mutatis mutandis, the same ar-
gument applies to the weak saturation. Clearly, the intersection of any finite family of
saturated classes of C is saturated; hence, it is tempting to define the saturation of F
simply as the intersection of all the saturated subclasses of Mor(C ) containing F . How-
ever, such a definition runs into set-theoretic difficulties, since it is expressed by a first
order formula that requires quantification over variables denoting classes, which is not
admissible in many set-theoretic frameworks, and especially, not in the Bernays-Gödel
axiomatisation (though it would be admissible in, e.g. Kelley-Morse set theory).

Instead, we use the following argument, proposed by Gabber. Let A ⊂ C be any
subcategory, and 𝑖 : A → C the inclusion functor. For every cardinal 𝜅, let us say that
A is relatively 𝜅-cocomplete, if 𝑖 is full and for every 𝜅-small category 𝐼 (see definition
1.1.6(ii)) and every functor 𝐹 : 𝐼 → A , the following holds :
• the colimit of 𝐹 is representable in A ⇔ the colimit of 𝑖 ◦ 𝐹 is representable in C

• if the colimit of 𝐹 is representable in A , then 𝑖 preserves such colimit.

Claim 3.1.7. For every infinite cardinal 𝜅, every small subcategory A ⊂ C is contained
in a small relatively 𝜅-cocomplete subcategory of C .
Proof : Let I be the set of all 𝜅-small categories 𝐼 with Ob(𝐼 ) ⊂ 𝜅 and 𝐼 (𝑥,𝑦) ⊂ 𝜅 for
every 𝑥,𝑦 ∈ Ob(𝐼 ). We construct by transfinite induction a family of small subcategories
A𝜆 , indexed by the class O of all ordinals, as follows. We set A0 := A ; next, let 𝜆 > 0
be any ordinal, and suppose that the family (A𝜇 | 𝜇 < 𝜆) has already been constructed.
If 𝜆 is a limit ordinal, we set A𝜆 :=

⋃
𝜇<𝜆 A𝜇 . If 𝜆 = 𝜇 + 1, denote by 𝑖𝜇 : A𝜇 → C the

inclusion functor, and by S𝜇 the set of all functors 𝐹 : 𝐼 → A𝜇 with 𝐼 ∈ I and such that
the colimit of 𝑖𝜇 ◦𝐹 is representable in C ; also, let T𝜇 be the set of all functors𝐺 : 𝐼 → A𝜇

with 𝐼 ∈ I that admit a universal co-cone 𝜏𝐺• : 𝐺 ⇒ 𝑐𝐿 (𝐺 ) , but such that the colimit of
𝑖𝜇 ◦𝐺 is not representable in C . For every 𝐹 ∈ S𝜇 and every 𝐺 ∈ T𝜇 we let :
• L (𝐹 ) be the class of all objects of C that represent the colimit of 𝑖𝜇 ◦ 𝐹
• L (𝐺) be the class of all objects 𝑋 of C inducing a non-bijective map

C (𝐿(𝐺), 𝑋 ) → C 𝐼 (𝐺, 𝑐𝑋 ) 𝑓 ↦→ 𝑐 𝑓 ◦ 𝜏𝐺• .
Then, for every 𝐹 ∈ S𝜇 ∪T𝜇 we set
• 𝜌𝐹 := min(𝑟 (𝑋 ) |𝑋 ∈ L (𝐹 )) and L0 (𝐹 ) := 𝑟−1 (𝜌𝐹 ) ∩L (𝐹 )

where 𝑟 : U → O is the rank function on the class U of all sets (see [13, Rem.2.9(ii)]).
We define A𝜆 as the full subcategory of C with :

Ob(A𝜆) := Ob(A𝜇) ∪
⋃

𝐹 ∈S𝜇∪T𝜇

L0 (𝐹 ).

It is easily seen that the sequence (A𝜆 | 𝜆 ∈ O) thus obtained is stationary : indeed we
have A𝜆 = A𝜅+ for every 𝜆 ≥ 𝜅+ (and even for every 𝜆 ≥ 𝜅, if 𝜅 is a regular cardinal : see
definition 1.1.1); it follows easily that A𝜅+ is relatively 𝜅-cocomplete. 3
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Now, for any category A and any class G ⊂ Mor(A ), let us say that :

• G is stable under 𝜅-small compositions, if for every ordinal 𝜆 ≤ 𝜅 and every (G , 𝜆)-
sequence 𝐹 : 𝜆 → A , the induced morphism 𝐹0→ lim

−→
𝑖∈𝜆

𝐹𝑖 lies in G

• G is𝜅-saturated, if it is stable under retracts, push-outs, and𝜅-small compositions.

Next, let A ⊂ C be a small relatively 𝜅-cocomplete subcategory; we define the relative
𝜅-saturation G ∗

𝜅,A of G in A as the intersection of all the 𝜅-saturated subsets of Mor(A )
containing G . Lastly, let F ⊂ Mor(C ) be any subclass, and denote by E the class of all
small relatively 𝜅-cocomplete subcategories of C ; we define the 𝜅-saturation of F as

F ∗
𝜅 :=

⋃
A ∈E
(F ∩Mor(A ))∗𝜅,A .

In light of claim 3.1.7 and remark 3.1.4(ii), it is easily seen that F ∗
𝜅 is indeed the smallest

𝜅-saturated subclass of Mor(C ) containing F , for every infinite cardinal 𝜅. To conclude,
let Ω be the class of all infinite cardinals; it suffices now to observe that :⋃

𝜅∈Ω
F ∗
𝜅

is the smallest saturated subclass of Mor(C ) containing F . □

Lemma 3.1.8. Let C be a cocomplete (resp. finitely cocomplete) category, F a weakly
saturated class of morphisms of C that contains all isomorphisms. Then F is stable under
small (resp. finite) coproducts, i.e. for every small (resp. finite) family (𝑢𝑖 : 𝑋𝑖 → 𝑌𝑖 | 𝑖 ∈ 𝐼 )
of elements of F , the induced morphism

⊔
𝑖∈𝐼 𝑢𝑖 :

⊔
𝑖∈𝐼 𝑋𝑖 →

⊔
𝑖∈𝐼 𝑌𝑖 lies in F .

Proof. Let 𝑐 be the cardinality of 𝐼 ; recall that 𝑐 is the smallest ordinal number with a
bijection 𝜔 : 𝑐 ∼−→ 𝐼 , so we may as well replace 𝐼 by 𝑐 . For every ordinal 𝑗 ≤ 𝑐 let us set

𝐸 𝑗 :=
⊔
𝑖< 𝑗

𝑌𝑖 ⊔
⊔
𝑖≥ 𝑗

𝑋𝑖 .

In particular, 𝐸0 =
⊔
𝑖<𝑐 𝑋𝑖 and 𝐸𝑐 =

⊔
𝑖<𝑐 𝑌𝑖 . For every pair of ordinals 𝑗 ≤ 𝑘 , we have a

unique morphism

𝑣 𝑗𝑘 : 𝐸 𝑗 → 𝐸𝑘

characterized as follows :

• for 𝑖 ≥ 𝑘 , the restriction 𝑋𝑖 ↩→ 𝐸 𝑗
𝑣𝑗𝑘−−→ 𝐸𝑘 is the natural morphism 𝑋𝑖 ↩→ 𝐸𝑘

• for 𝑖 < 𝑗 , the restriction 𝑌𝑖 ↩→ 𝐸 𝑗
𝑣𝑗𝑘−−→ 𝐸𝑘 is the natural morphism 𝑌𝑖 ↩→ 𝐸𝑘

• for 𝑗 ≤ 𝑖 < 𝑘 , the restriction 𝑋𝑖 ↩→𝐸 𝑗
𝑣𝑗𝑘−−→𝐸𝑘 is the composition 𝑋𝑖

𝑢𝑖−→𝑌𝑖 ↩→𝐸𝑘 .

It is easily seen that 𝑣𝑘𝑙 ◦𝑣 𝑗𝑘 = 𝑣 𝑗𝑙 for all ordinals 𝑗 ≤ 𝑘 ≤ 𝑙 , so the system (𝐸•, 𝑣••) defines
a functor

𝐸 : 𝑐 + 1→ C .

Moreover, it is easily seen that for every limit ordinal 𝑙 ≤ 𝑐 the induced morphism

lim
−→
𝑗<𝑙

𝐸 𝑗 → 𝐸𝑙
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is an isomorphism, and in particular it lies in F . Lastly, for every ordinal 𝑗 < 𝑐 we get,
by simple inspection, a cocartesian diagram :

𝑋 𝑗 //

𝑢 𝑗
��

𝐸 𝑗

𝑣𝑗,𝑗+1
��

𝑌𝑗 // 𝐸 𝑗+1

so 𝑣 𝑗, 𝑗+1 lies in F as well. Summing up, we conclude that the natural morphism

𝐸0 → 𝐸𝑐 = lim
−→
𝑗<𝑐

𝐸 𝑗

is in F ; but the latter is none else than
⊔
𝑖∈𝐼 𝑢𝑖 . □

Proposition 3.1.9. Let C be a category, and F ,F ′ two classes of morphisms of C . The
following holds :

(i) F ⊂ 𝑟 (F ′) ⇔ F ′ ⊂ 𝑙 (F ).
(ii) If F ⊂ F ′, then 𝑟 (F ′) ⊂ 𝑟 (F ) and 𝑙 (F ′) ⊂ 𝑙 (F ).
(iii) 𝑟 (F ) = 𝑟 (𝑙 (𝑟 (F ))) and 𝑙 (F ) = 𝑙 (𝑟 (𝑙 (F ))).
(iv) 𝑙 (F op) = 𝑟 (F )op and 𝑟 (F op) = 𝑙 (F )op (notation of §1.6).
(v) 𝑙 (F ) is saturated in C and 𝑟 (F )op is saturated in C op.
(vi) Every isomorphism of C lies in 𝑙 (F ) ∩ 𝑟 (F ).

Proof. (i) and (ii) and (vi) follow straightforwardly from the definitions, and (iv) follows
from remark 3.1.2(i). Then, by virtue of (iv) the two assertions of (v) are equivalent, and
likewise for the two identities of (iii). Now, we have :

G ⊂ 𝑟 (𝑙 (G )) and G ⊂ 𝑙 (𝑟 (G )) for every class G ⊂ Mor(C )
again by a direct inspection of the definitions. Combining with (ii) we then get :

𝑟 (F ) ⊂ 𝑟 (𝑙 (𝑟 (F ))) ⊂ 𝑟 (F )
whence (iii). In order to check that 𝑙 (F ) is stable under retracts, consider a commutative
diagram :

𝑋 //

1𝑋
&&

𝑓
��

𝑈 //

𝑔

��

𝑋

𝑓
��

// 𝐴
𝑝

��
𝑌

𝑖 //

1𝑌

99𝑉 // 𝑌 // 𝐵

with 𝑝 ∈ F and 𝑔 ∈ 𝑙 (F ). Then we have a diagonal filler ℎ : 𝑉 → 𝐴 for the square
formed by 𝑈 ,𝐴,𝑉 and 𝐵. It follows easily that ℎ ◦ 𝑖 : 𝑌 → 𝐴 is a diagonal filler for the
square formed by 𝑋,𝐴,𝑌 and 𝐵, whence 𝑓 ∈ F .

Similarly, to show that 𝑙 (F ) is stable under push-outs we consider a commutative
diagram :

𝑋
𝑎 //

𝑓

��

𝑋 ′

𝑓 ′

��

𝑎′ // 𝐴

𝑝

��
𝑌

𝑏 // 𝑌 ′
𝑏′ // 𝐵

with 𝑝 ∈ F and 𝑓 ∈ 𝑙 (F ), and whose left square is cocartesian. Hence, we have a
diagonal filler 𝑑 : 𝑌 → 𝐴 for the square formed by 𝑋,𝐴,𝑌 and 𝐵. Then, there exists a
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unique morphism 𝑑 ′ : 𝑌 ′ → 𝐴 such that 𝑑 ′ ◦ 𝑓 ′ = 𝑎′ and 𝑑 ′ ◦ 𝑏 = 𝑑 ; it is easily seen that
𝑑 ′ is a diagonal filler for the diagram formed by 𝑋 ′, 𝐴,𝑌 ′ and 𝐵.

Lastly, let 𝜆 be an ordinal and 𝐹• : 𝜆 → C an (𝑙 (F ), 𝜆)-sequence; we extend 𝐹• to a
functor denoted again 𝐹• : 𝜆 + 1→ C , by setting

𝐹𝜆 := lim
−→
𝑖∈𝜆

𝐹𝑖

where the morphisms 𝐹𝑖𝜆 : 𝐹𝑖 → 𝐹𝜆 are given by the universal co-cone. Suppose we are
given an element 𝑝 : 𝐴→ 𝐵 of F and a commutative diagram :

(∗)
𝐹0

𝑓 //

𝐹0𝜆
��

𝐴

𝑝

��
𝐹𝜆

𝑔 // 𝐵.

We construct for every ordinal 𝜇 ≤ 𝜆 + 1, a co-cone ℎ (𝜇 )• : 𝐹•|𝜇 ⇒ 𝑐𝐴 such that :
• ℎ (𝜇 )0 = 𝑓 and 𝑝 ◦ ℎ (𝜇 )

𝑖
= 𝑔 ◦ 𝐹𝑖𝜆 for every 𝑖 < 𝜇

• ℎ (𝜇 )
𝑖

= ℎ
(𝜈 )
𝑖

for every 𝑖 < 𝜈 ≤ 𝜇.
where 𝐹•|𝜇 denotes the restriction of 𝐹• to 𝜇 ⊂ 𝜆+1. Clearly themorphismℎ

(𝜆+1)
𝜆

: 𝐹𝜆 → 𝐴

shall be the sought diagonal filler for (∗).
We argue by transfinite induction : for 𝜇 = 0, we have the empty co-cone, and for 𝜇 = 1

we take ℎ (1)0 := 𝑓 . Next, let 𝜇 > 1, and suppose that ℎ (𝜈 )• has already been exhibited for
every ordinal 𝜈 < 𝜇. If 𝜇 is a limit ordinal, it is easily seen that the rule :

𝑖 ↦→ ℎ
(𝜇 )
𝑖

:= ℎ (𝑖+1)
𝑖

∀𝑖 < 𝜇

yields a co-coneℎ (𝜇 )• with the sought properties. Lastly, if 𝜇 = 𝜈+1, fix a universal co-cone
𝜏• : 𝐹•|𝜈 ⇒ 𝑐𝐿 , so that ℎ (𝜈 )• induces a unique morphism 𝑏 : 𝐿 → 𝐴 with 𝑏 ◦ 𝜏𝑖 = ℎ (𝜈 )𝑖

for
all 𝑖 < 𝜈 . Then 𝑝 ◦ 𝑏 ◦ 𝜏𝑖 = 𝑔 ◦ 𝐹𝑖𝜆 for every 𝑖 < 𝜈 . We deduce a commutative diagram :

𝐿
𝑏 //

𝑎

��

𝐴

𝑝

��
𝐹𝜈

𝑔◦𝐹𝜈𝜆 // 𝐵

where 𝑎 is the unique morphism ofC such that 𝑎◦𝜏𝑖 = 𝐹𝑖𝜈 for every 𝑖 < 𝜈 . By assumption,
𝑎 ∈ 𝑙 (F ), so this diagram admits a diagonal filler 𝑑 : 𝐹𝜈 → 𝐴. We set

ℎ
(𝜇 )
𝑖

:= ℎ (𝜈 )
𝑖

∀𝑖 < 𝜈 and ℎ
(𝜇 )
𝜈 := 𝑑.

It is easily seen that the resulting system (ℎ (𝜇 )
𝑖
| 𝑖 ≤ 𝜈) yields the sought co-cone ℎ (𝜇 )• . □

Proposition 3.1.10. (Retract lemma) Let C be a category, and𝑋
𝑖−→ 𝑌

𝑝
−→ 𝑍 twomorphisms

of C . Suppose that 𝑓 := 𝑝 ◦ 𝑖 has the right (resp. left) lifting property with respect to 𝑖 (resp.
to 𝑝). Then 𝑓 is a retract of 𝑝 (resp. of 𝑖).

Proof. If 𝑓 ∈ 𝑟 ({𝑖}), pick a diagonal filler 𝑑 : 𝑌 → 𝑋 for the commutative square :

𝑋

𝑖
��

𝑋

𝑓
��

𝑌
𝑝 // 𝑍 .
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We deduce a commutative diagram :

𝑋
𝑖 //

𝑓
��

1𝑋

$$
𝑌

𝑑 //

𝑝

��

𝑋

𝑓
��

𝑍 𝑍 𝑍

which exhibits 𝑓 as a retract of 𝑝 . The case where 𝑓 ∈ 𝑙 ({𝑝}) is reduced to the first case,
by considering the opposite category, by virtue of remarks 3.1.2(i) and 3.1.4(i). □

3.1.11. For any category C and any class F ⊂ Mor(C ), set (notation of §1.4)

F/𝑋 := s−1𝑋 (F ) = {𝑓 /𝑋 ∈ Mor(C /𝑋 ) | 𝑓 ∈ F } ∀𝑋 ∈ Ob(C ).

Likewise, we shall set 𝑋/F := (F op/𝑋 op)op = t−1
𝑋
(F ) for every 𝑋 ∈ Ob(C ).

Lemma 3.1.12. (i) We have 𝑟 (F/𝑋 ) = 𝑟 (F )/𝑋 and 𝑙 (F )/𝑋 ⊂ 𝑙 (F/𝑋 ) for all 𝑋 ∈
Ob(C ). If moreover F is stable under pull-backs, then 𝑙 (F/𝑋 ) = 𝑙 (F )/𝑋 .

(ii) 𝑙 (𝑟 (F/𝑋 )) = 𝑙 (𝑟 (F ))/𝑋 for every class F ⊂ Mor(C ) and all 𝑋 ∈ Ob(C ).
(iii) Dually, 𝑙 (𝑋/F ) = 𝑋/𝑙 (F ) and𝑋/𝑟 (F ) ⊂ 𝑟 (𝑋/F ) for all𝑋 ∈ Ob(C ). If moreover

F is stable under push-outs, then 𝑟 (𝑋/F ) = 𝑋/𝑟 (F ).
(iv) If F is saturated (resp. weakly saturated), the same holds for 𝑋/F , and if moreover

C is cocomplete, then also F/𝑋 is saturated (resp. weakly saturated).

Proof. (i): The first assertion is clear from the definitions. Suppose next that F is sta-
ble under pull-backs, and consider an element 𝑓 /𝑋 : (𝐾,𝑘) → (𝐿, 𝑙) of 𝑙 (F/𝑋 ) and a
commutative diagram of C with 𝑝 ∈ F :

D :
𝐾

𝑓
��

𝑎 // 𝑌
𝑝

��
𝐿

𝑏 // 𝑍 .

In order to check that 𝑙 (F/𝑋 ) ⊂ 𝑙 (F )/𝑋 , we need to exhibit a diagonal filler 𝐿 → 𝑌 for
D . The latter is equivalent to giving a diagonal filler for the diagram D ′ obtained from
D after replacing 𝑝 by the base change morphism 𝑞 : 𝐿 ×𝑍 𝑌 → 𝐿; however, 𝑞 ∈ F by
assumption, so we may replace D by D ′ and assume from start that 𝑍 = 𝐿 and 𝑏 = 1𝐿 .
Then D is of the form s/𝑋 (D/𝑋 ) for a square diagram D/𝑋 whose left vertical arrow is
𝑓 /𝑋 and whose right vertical arrow 𝑝/𝑋 lies in F/𝑋 ; but then D/𝑋 admits a diagonal
filler, and hence the same holds for D .

(ii) follows from (i), since 𝑟 (F ) is stable under pull-backs, by virtue of proposition
3.1.9(v). Likewise, (iii) follows from (i), by duality.

(iv): By corollary 1.4.6(ii), the functor t𝑋 preserves all representable connected colimits,
so the assertion for 𝑋/F follows from remark 3.1.4(iii). Likewise, if C is cocomplete, the
functor s𝑋 preserves all small colimits (corollary 1.4.6(iii)), so by the same token we get
the assertion for F/𝑋 . □

Example 3.1.13. Let C be an abelian category, and E (resp. M ) the class of epimor-
phisms (resp. of monomorphisms) of C ; then 𝑙 (E ) is the class of monomorphisms with
projective cokernel. Dually, 𝑟 (M ) is the class of epimorphisms with injective kernel.
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• Indeed, suppose first that 𝑖 : 𝐴 → 𝐵 is a monomorphism with projective cokernel
𝐶; for a given epimorphism 𝑝 : 𝑋 → 𝑌 , consider a square diagram in C :

(∗)
𝐴

𝑖
��

𝑓 // 𝑋
𝑝

��
𝐵

𝑔 // 𝑌 .

Since 𝐶 is projective, the projection 𝑞 : 𝐵 → 𝐶 has a section 𝐶 → 𝐵, so we get a decom-
position 𝜔 : 𝐵 ∼−→ 𝐴 ⊕𝐶 ([13, Rem.2.99(iii)]), and we may as well assume that 𝐵 = 𝐴 ⊕𝐶 ,
and that 𝑖 is the natural monomorphism 𝐴 → 𝐴 ⊕ 𝐶 . Let then 𝑟 : 𝐵 → 𝐴 be the natural
projection, and set ℎ := 𝑝 𝑓 𝑟 − 𝑔 : 𝐵 → 𝑌 ; then ℎ𝑖 is the zero morphism, so ℎ factors
through 𝑞 and a unique morphism 𝑘 : 𝐶 → 𝑌 . Next, since 𝐶 is projective, there exists a
morphism 𝑡 : 𝐶 → 𝑋 with 𝑝𝑡 = 𝑘 . Then 𝑓 𝑟 − 𝑡𝑞 : 𝐵 → 𝑋 is a diagonal filler for (∗).
• Conversely, suppose that 𝑖 : 𝐴→ 𝐵 lies in 𝑙 (E ); since the unique morphism 𝐴→ 𝑒

is an epimorphism, it follows easily that 𝑖 admits a left inverse 𝐵 → 𝐴, so it is a split
monomorphism ([13, Exerc.1.119(i)]). Next, let 𝑝 : 𝑋 → 𝑌 be an epimorphism of C ,
and 𝑢 ∈ C (𝐶,𝑌 ); then we get a square (∗) with 𝑓 the zero morphism and 𝑔 = 𝑢𝑞. By
assumption, such diagram admits a diagonal filler 𝑑 : 𝐵 → 𝑋 ; since 𝑑𝑖 = 0, the morphism
𝑑 factors through 𝑞 and a morphism 𝑑 ′ : 𝐶 → 𝑋 , and since 𝑝𝑑 = 𝑢𝑞, we have 𝑝𝑑 ′ = 𝑢,
which shows that 𝐶 is projective.
• The assertion for 𝑟 (M ) follows by duality from that for 𝑙 (E ), in light of proposition

3.1.9(iv), since M op is the class of monomorphisms of C op, and since C op is an abelian
category ([13, Rem.2.81(ii)]).

Example 3.1.14. (i) For C = Set, and 𝑖 : ∅ → {∅}, the class 𝑟 (𝑖) is the class of
surjections, while a reformulation of the axiom of choice is the assertion that 𝑙 (𝑟 (𝑖)) is
the class of injections. Since any small set is a small coproduct of sets with one element,
lemma 3.1.8 implies that the saturation of {𝑖} is the class 𝑙 (𝑟 (𝑖)).

(ii) Let A be any small category; since the colimits in Â are computed termwise (re-
mark 1.6.2(i)), it follows from (i) that the classM of monomorphisms of Â is stable under
push-outs and transfinite compositions. Moreover, M op is the class of epimorphisms of
(Â )op, which is stable under retracts (lemma 3.1.5), so M is stable under retracts as well
(remark 3.1.4(i)), i.e. M is saturated.
(iii) Let A be a small Eilenberg-Zilber category, and consider the class

F := {𝜕ℎ𝑎 → ℎ𝑎 | 𝑎 ∈ Ob(A )} ⊂ Mor(Â ).

By lemma 3.1.8 and theorem 2.2.8, the saturation ofF contains the classM of monomor-
phisms of Â ; but M is saturated, due to (ii), and F ⊂M , so M is the saturation of F .
(iv) Let A be a small Eilenberg-Zilber category, and F a given class of morphisms of

Â such that for every (𝑓 : 𝑋 → 𝑌 ) ∈ F the presheaves 𝑋 and 𝑌 have only finitely many
non-degenerate sections. Then the class 𝑟 (F ) ⊂ Mor(Â ) is stable under small filtered
colimits (here we regard 𝑟 (F ) as a class of objects of the category Â [1] of morphisms of
Â , and the assertion is that the colimit in Â [1] of every filtered system of elements of
𝑟 (F ) lies again in 𝑟 (F )). Indeed, let 𝑢 : 𝐾 → 𝐿 and 𝑝 : 𝑋 → 𝑌 be any two morphisms
of Â ; then 𝑢 ∈ 𝑟 ({𝑝}) ⇔ the induced map

(𝑢∗, 𝑝∗) : Â (𝐿,𝑋 ) → Â (𝐾,𝑋 ) ×Â (𝐾,𝑌 ) Â (𝐿,𝑌 )
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is surjective. Hence, for every fixed (𝐾 𝑢−→ 𝐿) ∈ F consider the functor

𝐹𝑢 : Â [1] → Set[1] 𝑝 ↦→ (𝑢∗, 𝑝∗)

that assigns to every morphism (𝑋
𝑝
−→ 𝑌 ) → (𝑋 ′

𝑝′

−→ 𝑌 ′) of Â [1] , i.e. to every commuta-
tive diagram of Â :

𝑋
𝑖 //

𝑝

��

𝑋 ′

𝑝′

��
𝑌

𝑗 // 𝑌 ′

the commutative diagram of sets :

Â (𝐿,𝑋 )
(𝑢∗,𝑝∗ ) //

Â (𝐿,𝑖 )
��

Â (𝐾,𝑋 ) ×Â (𝐾,𝑌 ) Â (𝐿,𝑌 )

Â (𝐾,𝑖 )×Â (𝐾,𝑗 ) Â (𝐿,𝑗 )��
Â (𝐿,𝑋 ′)

(𝑢∗,𝑝′∗ ) // Â (𝐾,𝑋 ′) ×Â (𝐾,𝑌 ′ ) Â (𝐿,𝑌
′).

Now, let 𝐼 be a small filtered category, and consider any functor

𝑝• : 𝐼 → Â [1] 𝑖 ↦→ (𝑋𝑖
𝑝𝑖−→ 𝑌𝑖 ) with 𝑝𝑖 ∈ 𝑟 (F ) ∀𝑖 ∈ 𝐼 .

Let 𝑋
𝑝
−→ 𝑌 be the colimit of 𝑝• (recall that Â [1] is cocomplete, since the same holds

for Â : see §1.3.2). Since the colimits of Set[1] are computed termwise, and since finite
limits in Set[1] commute with all small filtered colimits (example 1.3.7(ii)), the colimit of
𝐹𝑢 ◦ 𝑝• : 𝐼 → Set[1] is naturally identified with the induced map :

(∗) 𝑙𝐿,𝑋• → 𝑙𝐾,𝑋• ×𝑙𝐾,𝑌• 𝑙𝐿,𝑌•
where :

𝑙𝑍,𝑋• := lim
−→
𝑖∈𝐼

Â (𝑍,𝑋𝑖 ) 𝑙𝑍,𝑌• := lim
−→
𝑖∈𝐼

Â (𝑍,𝑌𝑖 ) ∀𝑍 ∈ Ob(Â ).

On the other hand, by corollary 2.2.11, we have as well natural identifications :

𝑙𝑍,𝑋•
∼−→ Â (𝑍,𝑋 ) 𝑙𝑍,𝑌•

∼−→ Â (𝑍,𝑌 ) ∀𝑍 ∈ {𝐾, 𝐿}.
Under these identifications, themap (∗) then corresponds to (𝑢∗, 𝑝∗); however, the colimit
of any system of surjections of sets is a surjection ([13, Exerc.2.34(ii)]), so finally (𝑢∗, 𝑝∗)
is a surjection, whence the contention.

Example 3.1.15. Let 𝑅 be a ring, and denote by C(𝑅) the category of (unbounded) chain
complexes of 𝑅-modules (see [13, §2.5]). For every 𝑛 ∈ Z, let (𝐷𝑛• , 𝑑

𝐷𝑛
• ) be the chain

complex with 𝐷𝑛
𝑘
:= 𝑅 for 𝑘 = 𝑛 − 1, 𝑛 and 𝐷𝑘 := 0 for every 𝑘 ∈ Z \ {𝑛 − 1, 𝑛}; the

differential 𝑑𝐷𝑛𝑛 : 𝐷𝑛 → 𝐷𝑛−1 is the identity of 𝑅. Let also 0• be the zero chain complex,
and 𝑅 [−𝑛]• the chain complex concentrated in degree 𝑛, with 𝑅 [−𝑛]0 := 𝑅; for every
𝑛 ∈ Z we have two obvious morphisms of C(𝑅) :

0•
𝜙𝑛•−−→ 𝐷𝑛• 𝑅 [1 − 𝑛]•

𝜓𝑛•−−→ 𝐷𝑛• with 𝜓𝑛𝑛−1 := 1𝑅 : 𝑅 [1 − 𝑛]𝑛−1 → 𝐷𝑛𝑛−1.

Let moreover E be the class of epimorphisms of C(𝑅), and denote by W the class of
quasi-isomorphisms of C(𝑅), i.e. of morphisms 𝑓• : 𝑋• → 𝑌• inducing an isomorphism
𝐻𝑛 (𝑓•) : 𝐻𝑛 (𝑋•) ∼−→ 𝐻𝑛 (𝑌•) for every 𝑛 ∈ Z (see [13, §2.5.1]). We claim that :

E = 𝑟 ({𝜙𝑛• | 𝑛 ∈ Z}) and E ∩W = 𝑟 ({𝜓𝑛• | 𝑛 ∈ Z}).
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Indeed, by [13, Exerc.2.98(ii)], C(𝑅) is cocomplete and its colimits are computed degree-
wise; hence, a morphism 𝑝• : (𝑋•, 𝑑𝑋• ) → (𝑌•, 𝑑𝑌• ) of C(𝑅) is an epimorphism⇔ the codi-
agonal morphism ∇𝑌•/𝑋• : 𝑌•⊔𝑋•𝑌• → 𝑌• is an isomorphism in C(𝑅) ([13, Exerc.2.66(iii)]),
and the latter holds if and only if the codiagonal morphism ∇𝑌𝑛/𝑋𝑛 : 𝑌𝑛 ⊔𝑋𝑛 𝑌𝑛 → 𝑌𝑛 is
an isomorphism for every 𝑛 ∈ Z, i.e. if and only if 𝑝𝑛 : 𝑌𝑛 → 𝑋𝑛 is a surjection for every
𝑛 ∈ Z ([13, Exerc.1.119(vi)]). Now, consider commutative diagrams of C(𝑅) :

(D) :

0• //

��

𝑋•

𝑝•
��

𝐷𝑛•
𝑓• // 𝑌•

(D′) :
𝑅 [1 − 𝑛]•

𝑔• //

𝜓𝑛•
��

𝑋•

𝑝•
��

𝐷𝑛•
𝑓• // 𝑌•.

It is easily seen that we have natural bijections :
C(𝑅) (𝐷𝑛• , 𝑋•) ∼−→ 𝑋𝑛 C(𝑅) (𝐷𝑛• , 𝑌•) ∼−→ 𝑌𝑛 𝑓• ↦→ 𝑓𝑛 (1)

so, for a fixed morphism 𝑝• : 𝑋• → 𝑌•, every diagram (D) admits a diagonal filler if and
only if 𝑝𝑛 is surjective, whence the first stated identity.
• Next, it is easily seen that, for a fixed 𝑝•, the diagrams (D′) are in bijection with the

set 𝑆𝑛 := {(𝑦, 𝑧) ∈ 𝑌𝑛 ⊕ 𝑍𝑛−1𝑋• | 𝑑𝑌𝑛 (𝑦) = 𝑝𝑛−1 (𝑧)}, where 𝑍𝑛−1𝑋• ⊂ 𝑋𝑛−1 denotes the
submodule of cycles of 𝑋• in degree 𝑛 − 1 (see [13, §2.5.1]), and if (D′) corresponds to the
pair (𝑦, 𝑧), then the diagonal fillers for (D′) correspond to the elements 𝑥 ∈ 𝑋𝑛 such that
𝑝𝑛 (𝑥) = 𝑦 and 𝑑𝑋𝑛 (𝑥) = 𝑧. Now, suppose that 𝑝• ∈ 𝑟 ({𝜓𝑛• | 𝑛 ∈ Z}), and let 𝑦 ∈ 𝑍𝑛𝑌•; then
(𝑦, 0) ∈ 𝑆𝑛 , so there exists 𝑥 ∈ 𝑋𝑛 with 𝑝𝑛 (𝑥) = 𝑦 and 𝑑𝑋𝑛 (𝑥) = 0, i.e. 𝑥 ∈ 𝑍𝑛𝑋•, and this
shows that 𝐻𝑛 (𝑝•) is surjective. Next, for every 𝑦 ∈ 𝑌𝑛 we have 𝑑𝑌𝑛 (𝑦) ∈ 𝑍𝑛−1𝑌•, so by the
foregoing there exists 𝑧 ∈ 𝑍𝑛−1𝑋• with 𝑝𝑛−1 (𝑧) = 𝑑𝑌𝑛 (𝑦), and then (𝑦, 𝑧) ∈ 𝑆𝑛 , so again,
there exists 𝑥 ∈ 𝑋𝑛 with 𝑝𝑛 (𝑥) = 𝑦, and this show that 𝑝𝑛 is surjective. Lastly, let 𝑧 ∈ 𝑍𝑛𝑋
such that 𝑝𝑛 (𝑧) = 𝑑𝑌𝑛+1 (𝑦) for some 𝑦 ∈ 𝑌𝑛+1; then (𝑦, 𝑧) ∈ 𝑆𝑛+1, so there exists 𝑥 ∈ 𝑋𝑛+1
with 𝑑𝑋𝑛+1 (𝑥) = 𝑧, i.e. 𝐻𝑛 (𝑝•) is injective, and summing up, we see that 𝑝• ∈ W ∩ E .
• Conversely, suppose that 𝑝• ∈ W ∩ E , and let (𝑦, 𝑧) ∈ 𝑆𝑛 ; since 𝑝• ∈ E , we have a

short exact sequence of C(𝑅) :

0→ 𝐾• → 𝑋•
𝑝•−→ 𝑌• → 0

and since 𝑝• ∈ W , by considering the associated long exact homology sequence we de-
duce that 𝐻𝑛 (𝐾•) = 0 for every 𝑛 ∈ Z (see [13, §2.5.2]). Pick𝑤 ∈ 𝑋𝑛 with 𝑝𝑛 (𝑤) = 𝑦; then
𝑑𝑋𝑛 (𝑤) − 𝑧 ∈ 𝑍𝑛−1 (𝐾•), since 𝑝𝑛−1 (𝑑𝑋𝑛 (𝑤)) = 𝑑𝑌𝑛 (𝑦) = 𝑝𝑛−1 (𝑧) and 𝑑𝑋𝑛−1 (𝑑𝑋𝑛 (𝑤) − 𝑧) =
𝑑𝑋𝑛−1 ◦ 𝑑𝑋𝑛 (𝑤) = 0. Thus, there exists 𝑣 ∈ 𝐾𝑛 with 𝑑𝑋𝑛 (𝑣) = 𝑑𝑋𝑛 (𝑤) − 𝑧; with 𝑥 := 𝑤 − 𝑣 we
get 𝑝𝑛 (𝑥) = 𝑦 and 𝑑𝑋𝑛 (𝑥) = 𝑧. This shows that 𝑝• ∈ 𝑟 ({𝜓𝑛• | 𝑛 ∈ Z}), as stated.

Definition 3.1.16. Let C be a category. A weak factorization system for C is a pair
(I ,P) of classes of morphisms of C , such that :

(a) I and P are stable under retracts
(b) I ⊂ 𝑙 (P), or equivalently, P ⊂ 𝑟 (I ) (proposition 3.1.9(i))
(c) Any morphism of C is of the form 𝑝 ◦ 𝑖 , for some 𝑖 ∈ I and 𝑝 ∈P .

Example 3.1.17. Let M (resp. P) be the class of injective (resp. surjective) maps in Set,
and let 𝑖 : ∅→ [0] be the unique map. From example 3.1.14(i) we know that M = 𝑙 (P)
and P = 𝑟 (𝑖), so both M and P are stable under retracts (proposition 3.1.9(v)), and
moreover every map of sets 𝑓 : 𝑋 → 𝑌 admits a factorization 𝑓 = 𝑝 ◦ 𝑖 , where 𝑖 : 𝑋 → Γ𝑓
is the natural inclusion of 𝑋 in the graph of 𝑓 , and 𝑝 : Γ𝑓 → 𝑋 is the natural projection.
Hence, (M ,P) is a weak factorization system for Set.
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Lemma 3.1.18. Let (I ,P) be a weak factorization system for C . We have :

(i) I = 𝑙 (P) and P = 𝑟 (I ).
(ii) (Pop,I op) is a weak factorization system for C op.

(iii) (I /𝑋,P/𝑋 ) is a weak factorization system for C /𝑋 , for every 𝑋 ∈ Ob(C ).
(iv) (𝑋/I , 𝑋/P) is a weak factorization system for 𝑋/C , for every 𝑋 ∈ Ob(C ).

Proof. (i): Let 𝑓 ∈ 𝑙 (P) (resp. 𝑓 ∈ 𝑟 (I )), and write 𝑓 = 𝑝 ◦ 𝑖 with 𝑖 ∈ I , 𝑝 ∈ P ; by
proposition 3.1.10, 𝑓 is a retract of 𝑖 (resp. of 𝑝), whence 𝑓 ∈ I (resp. 𝑓 ∈ P). This
shows that 𝑙 (P) ⊂ I and 𝑟 (I ) ⊂ P , whence (i).

(ii) follows directly from (i), remark 3.1.4(i) and proposition 3.1.9(iv).
(iii): Indeed, we have P/𝑋 ⊂ 𝑟 (I )/𝑋 = 𝑟 (I /𝑋 ) by lemma 3.1.12(i), and if 𝑓 , 𝑔 ∈

Mor(C /𝑋 ) and 𝑓 is a retract of 𝑔, then s/𝑋 (𝑓 ) is a retract of s/𝑋 (𝑔).
(iv) follows from (ii) and (iii), by duality. □

Proposition 3.1.19. Let 𝐹 : C ⇄ C ′ : 𝐺 be an adjoint pair of functors. Let also (I ,P),
(I ′,P ′) be weak factorization systems for C and respectively C ′; then :

𝐹 (I ) ⊂ I ′ ⇔ 𝐺 (P ′) ⊂ P .

Proof. Any adjunction 𝜗•• for (𝐹,𝐺) yields bijections between diagrams of the type :

𝐹𝐴
𝑓 //

𝐹𝑖
��

𝑋

𝑝

��
𝐹𝐵

𝑔
//

ℎ

77

𝑌

and
𝐴

𝜗 (𝑓 ) //

𝑖
��

𝐺𝑋

𝐺𝑝

��
𝐵

𝜗 (𝑔)
//

𝜗 (ℎ)
77

𝐺𝑌

whence the assertion, in light of lemma 3.1.18(i). □

3.1.20. The following more special result, in the same vein as proposition 3.1.19, will be
useful in §4.4, §5.1 and §6.1. Consider two categories C ,C ′, two adjoint pairs of functors

(𝐹𝑖 : C ⇄ C ′ : 𝐺𝑖 ) 𝑖 = 1, 2

with corresponding adjunctions (𝜗𝑖•• | 𝑖 = 1, 2), and a natural transformation

𝜏• : 𝐹1 ⇒ 𝐹2.

Recall that the adjoint transformation 𝜏∨• : 𝐺2 ⇒ 𝐺1 is independent, up to natural iso-
morphism, of the choice of adjunctions (see §1.6.10); suppose moreover that all the fibre
products of C and all the amalgamated sums of C ′ are representable. Then, for every
morphism 𝑓 : 𝑋 → 𝑌 of C , and 𝑔 : 𝑋 ′ → 𝑌 ′ of C ′, the commutative diagrams :

𝐹1𝑋
𝐹1 𝑓 //

𝜏𝑋
��

𝐹1𝑌

𝜏𝑌
��

𝐺2𝑋
′ 𝐺2𝑔 //

𝜏∨
𝑋 ′ ��

𝐺2𝑌
′

𝜏∨
𝑌 ′��

𝐹2𝑋
𝐹2 𝑓 // 𝐹2𝑌 𝐺1𝑋

′ 𝐺1𝑔 // 𝐺1𝑌
′

induce morphisms of C ′ and respectively C :

𝑓 ♦ : 𝐹1𝑌 ⊔𝐹1𝑋 𝐹2𝑋 → 𝐹2𝑌 𝑔♦ : 𝐺2𝑋
′ → 𝐺1𝑋

′ ×𝐺1𝑌 ′ 𝐺2𝑌
′ .

For every subclass S ⊂ Mor(C ), let us also set S ♦ := {𝑓 ♦ | 𝑓 ∈ S }.
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Proposition 3.1.21. (i) For every morphism 𝑓 : 𝑋 → 𝑌 of C and 𝑔 : 𝑋 ′ → 𝑌 ′ of C ′ we
have a natural bijection between commutative diagrams of the form :

(D⋄)

𝐹1𝑌 ⊔𝐹1𝑋 𝐹2𝑋
𝑎 //

𝑓 ♦

��

𝑋 ′

𝑔

��
𝐹2𝑌

𝑏

// 𝑌 ′
and (D⋄)

𝑋
𝑎′ //

𝑓

��

𝐺2𝑋
′

𝑔♦
��

𝑌
𝑏′

// 𝐺1𝑋
′ ×𝐺1𝑌 ′ 𝐺2𝑌

′ .

(ii) Moreover, the diagonal fillers 𝐹2𝑌 → 𝑋 ′ for (D⋄) are in natural bijection with the
diagonal fillers 𝑌 → 𝐺2𝑋

′ for (D⋄). Therefore :

𝑓 ⋄ ∈ 𝑙 (𝑔) ⇔ 𝑓 ∈ 𝑙 (𝑔⋄) ⇔ 𝑔 ∈ 𝑟 (𝑓 ⋄) ⇔ 𝑔⋄ ∈ 𝑟 (𝑓 ).

(iii) With the notation of §3.1.20, for any subclass S ⊂ Mor(C ) we have:

S ♦ ⊂ 𝑙 (𝑟 (S ))♦ ⊂ 𝑙 (𝑟 (S ♦)) .

Proof. (i): Indeed, let us fix a universal co-cone and a universal cone :

𝐹1𝑌
𝑒′−→ 𝐹1𝑌 ⊔𝐹1𝑋 𝐹2𝑋

𝑒←− 𝐹2𝑋 𝐺1𝑋
′ 𝑝′

←− 𝐺1𝑋
′ ×𝐺1𝑌 ′ 𝐺2𝑌

′ 𝑝−→ 𝐺2𝑌
′ .

Then, to every given diagram (D⋄) we attach the diagram (D⋄) where :
• 𝑎′ is the adjoint of 𝑎 ◦ 𝑒 : 𝐹2𝑋 → 𝑋 ′ (relative to the adjunction 𝜗2••)
• 𝑏′ is the unique morphism such that 𝑝 ◦𝑏′ : 𝑌 → 𝐺2𝑌

′ is the adjoint of 𝑏 (relative
to 𝜗2••) and 𝑝′ ◦𝑏′ : 𝑌 → 𝐺1𝑋

′ is the adjoint of 𝑎 ◦ 𝑒′ : 𝐹1𝑌 → 𝑋 ′ (relative to 𝜗1••).
Indeed, let us check the commutativity of (D⋄) : we need to show that

𝑝 ◦ 𝑔♦ ◦ 𝑎′ = 𝑝 ◦ 𝑏′ ◦ 𝑓 and 𝑝′ ◦ 𝑔♦ ◦ 𝑎′ = 𝑝′ ◦ 𝑏′ ◦ 𝑓 .
However, since 𝑒 ◦ 𝜏𝑋 = 𝑒′ ◦ 𝐹1 𝑓 , we may compute :

𝑝′𝑔♦𝑎
′ = 𝜏∨𝑋 ′ ◦ 𝜗2𝑋,𝑋 ′ (𝑎𝑒) = 𝜗1𝑋,𝑋 ′ (𝑎𝑒 ◦ 𝜏𝑋 ) = 𝜗1𝑋,𝑋 ′ (𝑎𝑒′ ◦ 𝐹1 𝑓 ) = 𝜗1𝑌,𝑋 ′ (𝑎𝑒′) ◦ 𝑓 = 𝑝′𝑏′ 𝑓

and on the other hand :

𝑝𝑔♦𝑎
′ = 𝐺2𝑔◦𝜗2𝑋,𝑋 ′ (𝑎𝑒) = 𝜗2𝑋,𝑌 ′ (𝑔𝑎𝑒) = 𝜗2𝑋𝑌 ′ (𝑏𝑓 ♦𝑒) = 𝜗2𝑋𝑌 ′ (𝑏 ◦𝐹2 𝑓 ) = 𝜗2𝑌,𝑌 ′ (𝑏) ◦ 𝑓 = 𝑝𝑏′ 𝑓 .

Conversely, to every diagram (D⋄) we attach the diagram (D⋄) where :
• 𝑎 is the unique morphism such that 𝑎 ◦ 𝑒 is the adjoint of 𝑎′ (relative to 𝜗2••), and
𝑎 ◦ 𝑒′ is the adjoint of 𝑝′ ◦ 𝑏′ (relative to 𝜗1••)
• 𝑏 is the adjoint of 𝑝 ◦ 𝑏′ (relative to 𝜗2••).

(ii): To every diagonal filler ℎ : 𝐹2𝑌 → 𝑋 ′ for (D⋄) there corresponds the diagonal
filler ℎ′ : 𝑌 → 𝐺2𝑋

′ for (D⋄) given by the adjoint of ℎ, relative to 𝜗2•• : we leave the
verifications to the reader.

(iii): The first inclusion is obvious, since S ⊂ 𝑙 (𝑟 (S )). Next, it follows from (ii) that :

(∗) 𝑔 ∈ 𝑟 (S ♦) ⇔ 𝑔♦ ∈ 𝑟 (S ).
Applying (∗) with S replaced by 𝑙 (𝑟 (S )), we then get :

(∗∗) 𝑔 ∈ 𝑟 (𝑙 (𝑟 (S ))♦) ⇔ 𝑔♦ ∈ 𝑟 (𝑙 (𝑟 (S ))).
As 𝑟 (S ) = 𝑟 (𝑙 (𝑟 (S ))) (proposition 3.1.9(iii)), we combine (∗) and (∗∗) to conclude :

𝑟 (S ♦) = 𝑟 (𝑙 (𝑟 (S ))♦)
whence 𝑙 (𝑟 (S ))♦ ⊂ 𝑙 (𝑟 (𝑙 (𝑟 (S ))♦)) = 𝑙 (𝑟 (S ♦)), as stated. □
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3.2. Model categories.

Definition 3.2.1. (i) A model category is the datum (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) of a category C
and three classes W ,F 𝑖𝑏,C𝑜 𝑓 of morphisms of C , such that :

(a) C is finitely complete and finitely cocomplete.

(b) W has the 2-out-of-3 property, i.e. for any composable pair 𝑋
𝑓
−→ 𝑌

𝑔
−→ 𝑍 of

morphisms of C , if two among the morphisms 𝑓 , 𝑔, 𝑔 ◦ 𝑓 lie in W , then the same
holds for the third one.

(c) (C𝑜 𝑓 ,F 𝑖𝑏 ∩W ) and (C𝑜 𝑓 ∩W ,F𝑖𝑏) are weak factorization systems for C .
We call the elements of W (resp.of F 𝑖𝑏, resp.of C𝑜 𝑓 ) weak equivalences (resp. fibrations,
resp. cofibrations). A morphism that is both a weak fibration and a fibration (resp. and a
cofibration) is called a trivial fibration (resp. a trivial cofibration).

(ii) Let ∅ (resp. 𝑒) be an initial (resp. final) object of C ; an object 𝑋 of C is fibrant
(resp. cofibrant) if the unique morphism 𝑋 → 𝑒 (resp. ∅ → 𝑋 ) is a fibration (resp. a
cofibration).
(iii) We denote by C𝑐 (resp. C𝑓 ) the full subcategory of C whose objects are the cofi-

brant (resp. fibrant) objects of C , and we set as well :

W𝑐 := W ∩Mor(C𝑐 ) and W𝑓 := W ∩Mor(C𝑓 ).

Remark 3.2.2. (i) In the situation of definition 3.2.1, notice that every isomorphism of C
is both a trivial fibration and a trivial cofibration (proposition 3.1.9(vi)). In particular, the
initial object is cofibrant, and the final object is fibrant.

(ii) By lemma 3.1.18(i), the fibrant (resp. the cofibrant) objects of C are precisely the
(C𝑜 𝑓 ∩W )-injective objects (resp. the (F 𝑖𝑏 ∩W )-projective objects).

Example 3.2.3. (i) Every finitely complete and finitely cocomplete category C admits
a model category structure, for which the weak equivalences are the isomorphisms of C ,
and with F𝑖𝑏 = C𝑜 𝑓 = Mor(C ).

(ii) If ((C𝜆,W𝜆,F 𝑖𝑏𝜆,C𝑜 𝑓𝜆) | 𝜆 ∈ Λ) is any small family of small model categories, then
(∏𝜆∈Λ C𝜆,

∏
𝜆∈Λ W𝜆,

∏
𝜆∈Λ F 𝑖𝑏𝜆,

∏
𝜆∈Λ C𝑜 𝑓𝜆) is a model category (see remark 1.2.4(iv,v)

for our general conventions about families of categories).

Proposition 3.2.4. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝑋 ∈ Ob(C ).
(i) (C op,W op,C𝑜 𝑓 op,F 𝑖𝑏op) is a model category.
(ii) (C /𝑋,W /𝑋,F 𝑖𝑏/𝑋,C𝑜 𝑓 /𝑋 ) is a model category (notation of §3.1.11).
(iii) (𝑋/C , 𝑋/W , 𝑋/F 𝑖𝑏, 𝑋/C𝑜 𝑓 ) is a model category.

Proof. (i) follows from lemma 3.1.18(ii). For (ii) we invoke lemma 3.1.18(iii), and remark
that C /𝑋 is finitely complete and finitely cocomplete, by lemma 1.4.7(i) and corollary
1.4.6(iii). Assertion (iii) follows from (i) and (ii), by duality. □

Remark 3.2.5. With the notation of proposition 3.2.4, notice that the fibrant objects of
(𝑋/C , 𝑋/W , 𝑋/F 𝑖𝑏, 𝑋/C𝑜 𝑓 ) are all the morphisms 𝑋 → 𝑌 of C with 𝑌 ∈ Ob(C𝑓 ),
whereas the cofibrant objects are all the cofibrations 𝑋 → 𝑌 of C with source 𝑋 . Dually,
the cofibrant objects of (C /𝑋,W /𝑋,F 𝑖𝑏/𝑋,C𝑜 𝑓 /𝑋 ) are all the morphisms 𝑌 → 𝑋 with
𝑌 ∈ Ob(C𝑐 ), whereas the fibrant objects are all the fibrations 𝑌 → 𝑋 of C with target 𝑋 .

Proposition 3.2.6. For every model category (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ), the classes W , F 𝑖𝑏 and
C𝑜 𝑓 are stable under retracts.
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Proof. (This argument is due to André Joyal and Myles Tierney.1, and it seems to origi-
nate in [9, Prop.A.3.1]) This is already known for F 𝑖𝑏 and C𝑜 𝑓 , by lemma 3.1.18(i) and
proposition 3.1.9(v). Next, let 𝑓 : 𝐴→ 𝐵 be a retract of a weak equivalence 𝑔 : 𝑋 → 𝑌 , so
that we have a commutative diagram :

𝐴
𝑠 //

1𝐴

''

𝑓
��

𝑋
𝑡 //

𝑔

��

𝐴

𝑓
��

𝐵
𝑢 //

1𝐵

77𝑌
𝑣 // 𝐵.

• Suppose first that 𝑓 ∈ F 𝑖𝑏, and factor 𝑔 as a composition 𝑔 : 𝑋
𝑗
−→ 𝑍

𝑞
−→ 𝑌 with

𝑗 ∈ W ∩C𝑜 𝑓 and 𝑞 ∈ F 𝑖 𝑓 . Then 𝑞 ∈ W , by the 2-out-of-3 property of W ; moreover, the
commutative diagram :

𝑋
𝑡 //

𝑗

��

𝐴

𝑓
��

𝑍
𝑞 // 𝑌

𝑣 // 𝐵

admits a diagonal filler 𝑑 : 𝑍 → 𝐴. We deduce a commutative diagram :

𝐴
𝑗𝑠 //

1𝐴

''

𝑓
��

𝑍
𝑑 //

𝑞

��

𝐴

𝑓
��

𝐵
𝑢 //

1𝐵

77𝑌
𝑣 // 𝐵

which exhibits 𝑓 as a retract of 𝑞 ∈ F 𝑖𝑏∩W ; but notice that F 𝑖𝑏∩W = 𝑙 (F 𝑖𝑏) is stable
under retracts, by proposition 3.1.9(v), so 𝑓 ∈ W , as stated.
• Next, let 𝑓 be an arbitrary retract of 𝑔, and factor 𝑓 as a composition 𝑓 : 𝐴

𝑖−→ 𝐸
𝑝
−→ 𝐵

with 𝑖 ∈ W ∩ C𝑜 𝑓 and 𝑝 ∈ F 𝑖𝑏. We get a commutative diagram :

𝐴
𝑠 //

𝑖
��

𝑋
𝑡 //

𝑒2
��

𝐴

𝑖
��

𝐸
𝑒1 //

𝑝

��

𝐸 ⊔𝐴 𝑋
𝑟 //

𝑘
��

𝐸

𝑝

��
𝐵

𝑢 // 𝑌
𝑣 // 𝐵

where (𝑒1, 𝑒2) is the universal co-cone for the push-out 𝐸⊔𝐴𝑋 , and 𝑟 (resp. 𝑘) is the unique
morphism 𝐸 ⊔𝐴 𝑋 → 𝐸 such that 𝑟𝑒2 = 𝑖𝑡 and 𝑟𝑒1 = 1𝐸 (resp. the unique morphism
𝐸 ⊔𝐴 𝑋 → 𝑌 such that 𝑘𝑒1 = 𝑢𝑝 and 𝑘𝑒2 = 𝑔). We then have 𝑒2 ∈ W ∩ C𝑜 𝑓 , since
𝑖 ∈ W ∩ C𝑜 𝑓 (proposition 3.1.9(v)); since 𝑔 ∈ W , it follows that 𝑘 ∈ W , by the 2-out-of-3
property of W . Lastly, by the foregoing case, we conclude that 𝑝 ∈ W , and finally 𝑓 ∈ W
as well. □

1I have borrowed this proof from https://ncatlab.org/nlab/show/model+category

https://ncatlab.org/nlab/show/model+category
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Lemma 3.2.7. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category; we have :

(i) Every morphism 𝑓 : 𝑋 → 𝑌 between cofibrant objects of C admits a factorization
𝑓 = 𝑝 ◦ 𝑔, where 𝑔 is a cofibration and 𝑝 is a left inverse of a trivial cofibration.

(ii) Dually, every morphism 𝑓 : 𝑋 → 𝑌 between fibrant objects of C admits a factoriza-
tion 𝑓 = ℎ ◦ 𝑔, where ℎ is a fibration and 𝑞 is a right inverse of a trivial fibration.

Proof. (i): We consider the cocartesian diagram :

∅ //

��

𝑌

𝑗

��
𝑋

𝑖 // 𝑋 ⊔ 𝑌

Since C𝑜 𝑓 is saturated (lemma 3.1.18(i) and proposition 3.1.9(v)), the morphisms 𝑖 and 𝑗
are cofibrations, so 𝑋 ⊔𝑌 ∈ Ob(C𝑐 ) (any transfinite composition of cofibrations is a cofi-
bration, by proposition 3.1.9(v), and likewise for transfinite compositions of fibrations).
The pair (𝑓 , 1𝑌 ) determines a unique morphism 𝑋 ⊔ 𝑌 → 𝑌 , that we may factor as a
cofibration 𝑘 : 𝑋 ⊔ 𝑌 → 𝑇 followed by a trivial fibration 𝑝 : 𝑇 → 𝑌 . We thus have the
commutative diagrams :

𝑋
𝑘𝑖 //

𝑓 ��

𝑇

𝑝��

𝑌
𝑘 𝑗 //

1𝑌 ��

𝑇

𝑝��
𝑌 𝑌

and notice that 𝑇 ∈ Ob(C𝑐 ). Since both 1𝑌 and 𝑝 are weak equivalences, the same holds
for 𝑘 𝑗 , so the latter is a trivial cofibration, and we may take 𝑔 := 𝑘𝑖 .

(ii) follows by applying (i) to the opposite model category (C op,W op,C𝑜 𝑓 op,F 𝑖𝑏op)
(proposition 3.2.4(i)). □

Proposition 3.2.8. (Ken Brown’s lemma) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝐹 :
C𝑐 → C ′ a functor,W ′ ⊂ Mor(C ′) a class containing the isomorphisms of C ′ and enjoying
the 2-out-of-3 property. Suppose that 𝐹 maps every trivial cofibration between cofibrant
objects to W ′; then 𝐹 also maps every weak equivalence between cofibrant objects to W ′.

Proof. Indeed, let 𝑓 : 𝑋 → 𝑌 be a weak equivalence between cofibrant objects of C . By
lemma 3.2.7(i), we have 𝑓 = 𝑝 ◦ 𝑔 where 𝑔 : 𝑋 → 𝑇 is a cofibration, and 𝑝 : 𝑇 → 𝑌

is a left inverse of a trivial cofibration ℎ : 𝑌 → 𝑇 ; then also 𝑇 is a cofibrant object, so
by assumption, 𝐹 (1𝑌 ), 𝐹 (ℎ) ∈ W ′, whence 𝐹 (𝑝) ∈ W ′ as well. Moreover, since 𝑓 and
𝑝 are weak equivalences, the same holds for 𝑔, so the latter is another trivial cofibration
between cofibrant objects, and therefore 𝐹 (𝑝), 𝐹 (𝑔) ∈ W ′, whence 𝐹 (𝑓 ) ∈ W ′. □

Definition 3.2.9. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝐴,𝑋 ∈ Ob(C ).
(i) A cylinder of 𝐴 is a factorization of the codiagonal ∇𝐴 (see [13, Exerc.2.66(iii)]) as a

cofibration (𝜕0, 𝜕1) followed by a weak equivalence 𝜎 :

𝐴 ⊔𝐴 (𝜕0,𝜕1 ) //

∇𝐴

&&
𝐼𝐴

𝜎 // 𝐴.

If (𝐴 𝑒𝑖−→ 𝐴 ⊔𝐴 | 𝑖 = 0, 1) is the universal co-cone, then 𝜕𝑖 := (𝜕0, 𝜕1) ◦ 𝑒𝑖 for 𝑖 = 0, 1.
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(ii) Dually, a cocylinder (also called a path object) of 𝑋 is a cylinder of 𝑋 in the oppo-
site model category C op, i.e. a factorization of the diagonal Δ𝑋 as a weak equivalence 𝑠
followed by a fibration (𝑑0, 𝑑1) :

𝑋
𝑠 //

Δ𝑋

((
𝑋 𝐼

(𝑑0,𝑑1 ) // 𝑋 × 𝑋 .

If (𝑋 × 𝑋
𝑝𝑖−→ 𝑋 | 𝑖 = 0, 1) is the universal cone, then 𝑑𝑖 := 𝑝𝑖 ◦ (𝑑0, 𝑑1) for 𝑖 = 0, 1.

(iii) Let 𝑓0, 𝑓1 : 𝐴⇒ 𝑋 be two morphisms of C ; a left homotopy from 𝑓0 to 𝑓1 is the datum
of a cylinder for 𝐴 as in (i), and a morphism ℎ : 𝐼𝐴 → 𝑋 of C such that ℎ ◦ 𝜕𝑖 = 𝑓𝑖 for
𝑖 = 0, 1. Dually, a right homotopy from 𝑓0 to 𝑓1 is a left homotopy from 𝑓

op
0 to 𝑓 op1 in C op,

i.e. the datum of a cocylinder for 𝑋 as in (ii), and a morphism 𝑘 : 𝐴→ 𝑋 𝐼 of C such that
𝑑𝑖 ◦ 𝑘 = 𝑓𝑖 for 𝑖 = 0, 1.
(iv) With the notation of (iii), we shall write :

𝑓0
𝑙∼ 𝑓1 (resp. 𝑓0

𝑟∼ 𝑓1)

if there exists a left (resp. right) homotopy from 𝑓0 to 𝑓1.

Remark 3.2.10. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝐴,𝑋 ∈ Ob(C ); consider
a cylinder 𝐴⊔𝐴

(𝜕0,𝜕1 )−−−−−→ 𝐼𝐴
𝜎−→ 𝐴 of 𝐴 and a cocylinder 𝑋

𝑠−→ 𝑋 𝐼
(𝑑0,𝑑1 )−−−−−→𝑋×𝑋 of 𝑋 .

(i) For every 𝑓 ∈ C (𝐴,𝑋 ), the morphism 𝑓 𝜎 : 𝐼𝐴 → 𝑋 (resp. 𝑠 𝑓 : 𝐴 → 𝑋 𝐼 ) is a left
(resp. right) homotopy from 𝑓 to 𝑓 . We say that 𝑓 𝜎 (resp. 𝑠 𝑓 ) is a constant left (resp. right)
homotopy.
(ii) Let 𝜏 : 𝐴 ⊔𝐴 ∼−→ 𝐴 ⊔𝐴 be the isomorphism that swaps the two copies of 𝐴; let also

𝑓0, 𝑓1 ∈ C (𝐴,𝑋 ) and ℎ : 𝐼𝐴 → 𝑋 a homotopy from 𝑓0 to 𝑓1. Then (𝜕1, 𝜕0) := (𝜕0, 𝜕1) ◦ 𝜏 :
𝐴 ⊔ 𝐴 → 𝐼𝐴 is still a cofibration with 𝜎 ◦ (𝜕1, 𝜕0) = ∇𝐴, so that ℎ is also a left homotopy
from 𝑓1 to 𝑓0, relative to the cylinder diagram

𝐴 ⊔𝐴
(𝜕1,𝜕0 )−−−−−→ 𝐼𝐴

𝜎−→ 𝐴.

We denote this homotopy by ℎ∨ and we call it the inverse homotopy of ℎ.
(iii) If 𝐴 is cofibrant, the morphisms (𝜕𝑖 : 𝐴 → 𝐼𝐴) are trivial cofibrations. Indeed, by

virtue of the 2-out-of-3 property, the morphisms 𝜕𝑖 are weak equivalences. Moreover, the
components of the universal co-cone (𝑒𝑖 : 𝐴→ 𝐴⊔𝐴 | 𝑖 = 0, 1) are cofibrations, since they
are obtained by push-out from the cofibration ∅→ 𝐴. But then, each 𝜕𝑖 = (𝜕0, 𝜕1) ◦ 𝑒𝑖 is
a cofibration as well, whence the assertion.
(iv) Suppose that 𝐴 is cofibrant; consider 𝑢, 𝑣,𝑤 ∈ C (𝐴,𝑋 ), as well as cylinders:

𝐴 ⊔𝐴
(𝜕0,𝜕1 )−−−−−→ 𝐼𝐴

𝜎−→ 𝐴 𝐴 ⊔𝐴
(𝜕′0,𝜕′1 )−−−−−→ 𝐼 ′𝐴

𝜎 ′−→ 𝐴

and left homotopies ℎ : 𝐼𝐴→ 𝑋 , ℎ′ : 𝐼 ′𝐴→ 𝑋 with ℎ𝜕0 = 𝑢, ℎ𝜕1 = 𝑣 = ℎ′𝜕′0 and ℎ
′𝜕′1 = 𝑤 .

We form the cocartesian square :

(∗)
𝐴

𝜕1 //

𝜕′0
��

𝐼𝐴

𝑒

��
𝐼 ′𝐴

𝑒′ // 𝐼 ′′𝐴 := 𝐼𝐴 ⊔𝐴 𝐼 ′𝐴.
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There exists a unique morphism 𝜎 ′′ : 𝐼 ′′𝐴→ 𝐴 such that 𝜎 ′′𝑒 = 𝜎 and 𝜎 ′′𝑒′ = 𝜎 ′, and we
claim that we get a cylinder :

𝐴 ⊔𝐴
(𝜕′′0 ,𝜕′′1 )−−−−−−→ 𝐼 ′′𝐴

𝜎 ′′−−→ 𝐴 with 𝜕′′0 := 𝑒𝜕0 and 𝜕′′1 := 𝑒′𝜕′1.

Indeed, it is easily seen that 𝜎 ′′ ◦ (𝜕′′0 , 𝜕′′1 ) = ∇𝐴. Next, by (iii), 𝜕′0 is a trivial cofibration,
so the same holds for 𝑒; since moreover 𝜎 is a weak equivalence, it follows that 𝜎 ′′ is a
weak equivalence as well. It remains to check that (𝜕′′0 , 𝜕′′1 ) is a cofibration. To this aim,
we decompose (∗) as two adjacent commutative squares :

𝐴
𝑒1 //

𝜕′0
��

𝐴 ⊔𝐴 (𝜕0,𝜕1 ) //

1𝐴⊔𝜕′0
��

𝐼𝐴

𝑒
��

𝐼 ′𝐴 // 𝐴 ⊔ 𝐼 ′𝐴
(𝜕′′0 ,𝑒′ ) // 𝐼 ′′𝐴.

Since the left square is obviously cocartesian, and since the same holds for (∗), it fol-
lows formally that the right square is cocartesian as well; thus, (𝜕′′0 , 𝑒′) and 1𝐴 ⊔ 𝜕′1 are
cofibrations, whence the same for their composition, which is (𝜕′′0 , 𝜕′′1 ).

Lastly, we let ℎ′′ : 𝐼 ′′𝐴→ 𝑋 be the unique morphism such that ℎ′′𝑒 = ℎ and ℎ′′𝑒′ = ℎ′;
it follows easily that ℎ′′𝜕′′0 = 𝑢 and ℎ′′𝜕′′1 = 𝑤 , whence 𝑢 𝑙∼ 𝑤 . We call ℎ′′ the composition
of ℎ and ℎ′, and we denote it by :

ℎ ∗ ℎ′ := ℎ′′ .
(v) Dually, if 𝑋 is fibrant, and if we have cocylinders

𝑋
𝑠−→ 𝑋 𝐼

(𝑑0,𝑑1 )−−−−−→ 𝑋 × 𝑋 𝑋
𝑠′−→ 𝑋 𝐼

′ (𝑑 ′0,𝑑 ′1 )−−−−−→ 𝑋 × 𝑋
and right homotopies 𝑘 : 𝐴 → 𝑋 𝐼 , 𝑘 ′ : 𝐴 → 𝑋 𝐼

′ with 𝑑0𝑘 = 𝑢, 𝑑1𝑘 = 𝑣 = 𝑑 ′0𝑘
′ and

𝑑 ′1𝑘
′ = 𝑤 , then we may form the cartesian square :

𝑋 𝐼
′′ 𝑝 //

𝑝′

��

𝑋 𝐼

𝑑0
��

𝑋 𝐼
′ 𝑑 ′1 // 𝑋 .

We set 𝑑 ′′0 := 𝑑0𝑝 and 𝑑 ′′1 = 𝑑 ′1𝑝
′, and we obtain the cocylinder :

𝑋
𝑠′′−−→ 𝑋 𝐼

′′ (𝑑 ′′0 ,𝑑 ′′1 )−−−−−−→ 𝑋 × 𝑋 where 𝑝𝑠′′ = 𝑠 and 𝑝′𝑠′′ = 𝑠′ .

Then the unique morphism 𝑘 ′′ : 𝐴 → 𝑋 𝐼
′′ of C with 𝑝𝑘 ′′ = 𝑘 and 𝑝′𝑘 ′′ = 𝑘 ′ is a right

homotopy from 𝑢 to𝑤 . As in (iv), we call 𝑘 ′′ the composition of 𝑘 and 𝑘 ′, and denote it

𝑘 ∗ 𝑘 ′ := 𝑘 ′′ .

Lemma 3.2.11. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝐴 ∈ Ob(C𝑐 ), 𝑋 ∈ Ob(C )
and 𝑓0, 𝑓1 ∈ C (𝐴,𝑋 ). Consider the following conditions :

(a) 𝑓0
𝑙∼ 𝑓1.

(b) For every cocylinder 𝑋
𝑠−→ 𝑋 𝐼

(𝑑0,𝑑1 )−−−−−→ 𝑋 × 𝑋 there exists 𝑘 ∈ C (𝐴,𝑋 𝐼 ) such that
𝑑𝑖 ◦ 𝑘 = 𝑓𝑖 for 𝑖 = 0, 1.

(c) 𝑓0
𝑟∼ 𝑓1.

(d) There exists a cocylinder 𝑋
𝑠−→ 𝑋 𝐼

(𝑑0,𝑑1 )−−−−−→ 𝑋 × 𝑋 such that 𝑠 is a trivial cofibration,
and 𝑘 ∈ C (𝐴,𝑋 𝐼 ) such that 𝑑𝑖 ◦ 𝑘 = 𝑓𝑖 for 𝑖 = 0, 1.

(e) 𝑔 ◦ 𝑓0 𝑟∼ 𝑔 ◦ 𝑓1 for every 𝑌 ∈ Ob(C ) and every 𝑔 ∈ C (𝑋,𝑌 ).
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Then 𝑙∼ is an equivalence relation on C (𝐴,𝑋 ), and we have : (a)⇒(b)⇒(c)⇔(d)⇒(e).
(ii) Dually, let 𝐴 ∈ Ob(C ), 𝑋 ∈ Ob(C𝑓 ), and consider the following conditions :
(a) 𝑓0

𝑟∼ 𝑓1.
(b) For every cylinder 𝐴 ⊔ 𝐴

(𝜕0,𝜕1 )−−−−−→ 𝐼𝐴
𝜎−→ 𝐴 there exists ℎ ∈ C (𝐼𝐴, 𝑋 ) such that

ℎ ◦ 𝜕𝑖 = 𝑓𝑖 for 𝑖 = 0, 1.
(c) 𝑓0

𝑙∼ 𝑓1.
(d) There exists a cylinder 𝐴 ⊔𝐴

(𝜕0,𝜕1 )−−−−−→ 𝐼𝐴
𝜎−→ 𝐴 such that 𝜎 is a trivial fibration, and

ℎ ∈ C (𝐼𝐴, 𝑋 ) such that ℎ ◦ 𝜕𝑖 = 𝑓𝑖 for 𝑖 = 0, 1.
(e) 𝑓0 ◦ 𝑔 𝑙∼ 𝑓1 ◦ 𝑔 for every 𝐵 ∈ Ob(C ) and every 𝑔 ∈ C (𝐵,𝐴).

Then 𝑟∼ is an equivalence relation on C (𝐴,𝑋 ), and we have : (a)⇒(b)⇒(c)⇔(d)⇒(e).

(iii) If 𝐴 ∈ Ob(C𝑐 ), 𝑋 ∈ Ob(C𝑓 ), and 𝑓0, 𝑓1 ∈ C (𝐴,𝑋 ), then 𝑓0 𝑙∼ 𝑓1 ⇔ 𝑓0
𝑟∼ 𝑓1 .

(iv) Suppose either that 𝐴 ∈ Ob(C𝑐 ) and 𝑓0 𝑙∼ 𝑓1, or else that 𝑋 ∈ Ob(C𝑓 ) and 𝑓0 𝑟∼ 𝑓1.
Then 𝑓0 ∈ W ⇔ 𝑓1 ∈ W .

Proof. (i): The reflexivity, symmetricity, and transitivity of 𝑙∼ follow respectively from

parts (i), (ii) and (iv) of remark 3.2.10. Next, to see that (a)⇒(b), let 𝐴⊔𝐴
(𝜕0,𝜕1 )−−−−−→ 𝐼𝐴

𝜎−→ 𝐴

be a cylinder of 𝐴 with a left homotopy ℎ : 𝐼𝐴 → 𝑋 from 𝑓0 to 𝑓1. Since (𝑑0, 𝑑1) is a
fibration and 𝜕1 is a trivial cofibration (remark 3.2.10(iii)), the commutative diagram :

𝐴
𝑠 𝑓1 //

𝜕1
��

𝑋 𝐼

(𝑑0,𝑑1 )
��

𝐼𝐴
(ℎ,𝑓1𝜎 ) // 𝑋 × 𝑋

has a diagonal filler 𝐾 : 𝐼𝐴→ 𝑋 𝐼 . To conclude, set 𝑘 := 𝐾𝜕0 : 𝐴→ 𝑋 𝐼 , and notice that :

𝑑0𝑘 = 𝑑0𝐾𝜕0 = ℎ𝜕0 = 𝑓0 and 𝑑1𝑘 = 𝑑1𝐾𝜕0 = 𝑓1𝜎𝜕0 = 𝑓1.

Clearly, (b)⇒(c)⇐(d); to see that (c)⇒(d), pick a cocylinder 𝑋
𝑡−→ 𝑋 ′

(𝑑 ′0,𝑑 ′1 )−−−−−→ 𝑋 × 𝑋 of
𝑋 with a right homotopy 𝑘 ′ : 𝐴→ 𝑋 ′ from 𝑓0 to 𝑓1, factor 𝑡 as the composition of a trivial
cofibration 𝑠 : 𝑋 → 𝑋 𝐼 and a trivial fibration 𝑓 : 𝑋 𝐼 → 𝑋 ′, and set 𝑑𝑖 := 𝑑 ′𝑖 ◦ 𝑓 : 𝑋 𝐼 → 𝑋

for 𝑖 = 0, 1; then 𝑋
𝑠−→ 𝑋 𝐼

(𝑑0,𝑑1 )−−−−−→ 𝑋 × 𝑋 is a cocylinder, and the commutative square :

∅ //

��

𝑋 𝐼

𝑓

��
𝐴

𝑘 ′ // 𝑋 ′

admits a diagonal filler 𝑘 : 𝐴→ 𝑋 𝐼 . It suffices then to notice that 𝑑𝑖 ◦ 𝑘 = 𝑓𝑖 for 𝑖 = 0, 1.

(d)⇒(e) : Pick any cocylinder 𝑌
𝑡−→ 𝑌 𝐼

(𝑝0,𝑝1 )−−−−−→ 𝑌 × 𝑌 and a diagonal filler ℎ : 𝑋 𝐼 → 𝑌 𝐼

for the commutative square :

𝑋
𝑡◦𝑔 //

𝑠
��

𝑌 𝐼

(𝑝0,𝑝1 )
��

𝑋 𝐼
(𝑔◦𝑑0,𝑔◦𝑑1 ) // 𝑌 × 𝑌 .

Then ℎ ◦ 𝑘 : 𝐴→ 𝑌 𝐼 is a right homotopy from 𝑔 ◦ 𝑓0 to 𝑔 ◦ 𝑓1.
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(i)⇒(ii), by considering the opposite model category C op, and clearly (i,ii)⇒(iii).

(iv): If 𝐴 ∈ Ob(C𝑐 ) and 𝑓0 𝑙∼ 𝑓1, resume the notation of the proof of (i); since 𝑓𝑖 = ℎ ◦ 𝜕𝑖
for 𝑖 = 0, 1, the 2-out-of-3 property of W yields : 𝑓0 ∈ W ⇔ ℎ ∈ W ⇔ 𝑓1 ∈ W , since 𝜕0
and 𝜕1 are trivial cofibrations. One argues likewise if 𝑋 ∈ Ob(C𝑓 ) and 𝑓0 𝑟∼ 𝑓1. □

Definition 3.2.12. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝐴,𝑋 ∈ Ob(C ).
(i) We denote by

𝑙≈ (resp. by
𝑟≈) the equivalence relation on C (𝐴,𝑋 ) generated by 𝑙∼

(resp. by 𝑟∼), and we set :

[𝐴,𝑋 ]𝑙 := C (𝐴,𝑋 )/ 𝑙≈ (resp. [𝐴,𝑋 ]𝑟 := C (𝐴,𝑋 )/ 𝑟≈).

(ii) If𝐴 is cofibrant (resp. if𝑋 is fibrant), we have 𝑙∼= 𝑙≈ (resp. 𝑟∼= 𝑟≈) by lemma 3.2.11(i,ii).
Moreover, if 𝐴 is cofibrant and 𝑋 is fibrant, then [𝐴,𝑋 ]𝑙 = [𝐴,𝑋 ]𝑟 by lemma 3.2.11(iii);
in this case, we denote this common quotient by [𝐴,𝑋 ]. It is clear that the relation of
right homotopy is compatible with compositions to the right, whereas left homotopy is
compatible with compositions to the left; we obtain therefore a well-defined functor

[−,−] : C op
𝑐 × C𝑓 → Set.

(iii) Let moreover C𝑐 𝑓 := C𝑐 ∩ C𝑓 ; then we obtain a category C𝑐 𝑓 with :

Ob(C𝑐 𝑓 ) := Ob(C𝑐 𝑓 ) and C𝑐 𝑓 (𝐴, 𝐵) := [𝐴, 𝐵] ∀𝐴, 𝐵 ∈ Ob(C𝑐 𝑓 )

with the composition law deduced by restriction from the foregoing functor [−,−]. Clearly
we have a functor which is the identity on objects

𝜋 : C𝑐 𝑓 → C𝑐 𝑓

and maps every morphism 𝑢 : 𝐴→ 𝐵 of C𝑐 𝑓 to its equivalence class [𝑢] in [𝐴, 𝐵].
(iv) We have furthermore two categories C𝑐 and C𝑓 with :

Ob(C𝑐 ) := Ob(C𝑐 ) and C𝑐 (𝐴, 𝐵) := [𝐴, 𝐵]𝑟 ∀𝐴, 𝐵 ∈ Ob(C𝑐 )

Ob(C𝑓 ) := Ob(C𝑓 ) and C𝑓 (𝐴, 𝐵) := [𝐴, 𝐵]𝑙 ∀𝐴, 𝐵 ∈ Ob(C𝑓 )

with functors
𝜋𝑐 : C𝑐 → C𝑐 𝜋𝑓 : C𝑓 → C𝑓

that are identities on objects, and that map every morphism 𝑢 : 𝐴→ 𝐵 of C𝑐 (resp. of C𝑓 )
to its equivalence class [𝑢]𝑟 in [𝐴, 𝐵]𝑟 (resp. its equivalence class [𝑢]𝑙 in [𝐴, 𝐵]𝑢 ). Hence,
the composition law of C𝑐 is given by the rule :

[𝑣]𝑟 ◦ [𝑢]𝑟 := [𝑣 ◦ 𝑢]𝑟 ∀𝐴, 𝐵,𝐶 ∈ Ob(C 𝑐 ),∀𝑢 ∈ C (𝐴, 𝐵),∀𝑣 ∈ C (𝐵,𝐶).
To check that this rule yields a well-defined law, it suffices to recall that right homotopies
are compatible with compositions to the right, and also to left, for morphisms of cofibrant
objects, by virtue of lemma 3.2.11(i). Likewise one determines the composition law of C𝑓 .

Remark 3.2.13. (i) In the situation of definition 3.2.12, endowC op with the opposite model
category induced by (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ). Then we have natural identifications :

(C op)𝑐 ∼−→ (C𝑓 )op (C op)𝑓 ∼−→ (C𝑐 )op (C op)𝑐 𝑓 ∼−→ (C𝑐 𝑓 )op .
(ii) Also, the inclusions C𝑐 ←↪ C𝑐 𝑓 ↩→ F𝑓 induce fully faithful inclusion functors :

C𝑐 ←↪ C𝑐 𝑓 ↩→ C𝑓 .
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Proposition 3.2.14. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝐴,𝑋 ∈ Ob(C ).
(i) If 𝐴 is cofibrant, and if 𝑓 : 𝑋 → 𝑋 ′ is either a trivial fibration or a weak equivalence

of fibrant objects, then composition with 𝑓 induces a bijection :

𝑓∗ : [𝐴,𝑋 ]𝑙 ∼−→ [𝐴,𝑋 ′]𝑙 [ℎ] ↦→ [𝑓 ℎ] .

(ii) If 𝑋 is fibrant, and if 𝑔 : 𝐴′ → 𝐴 is either a trivial cofibration or a weak equivalence
between cofibrant objects, then composition with 𝑔 induces a bijection :

𝑔∗ : [𝐴,𝑋 ]𝑟 ∼−→ [𝐴′, 𝑋 ]𝑟 [ℎ] ↦→ [ℎ𝑔] .

Proof. By arguing with the opposite model category C op, it suffices to check (i). To this
aim, we apply (the dual of) proposition 3.2.8 to the functor

[𝐴,−]𝑙 : C → Set 𝑌 ↦→ [𝐴,𝑌 ]𝑙
and to the class W ′ ⊂ Mor(Set) of bijective maps : we are thus reduced to the case where
𝑓 is a trivial fibration of C . For the surjectivity of 𝑓∗, let ℎ′ : 𝐴→ 𝑋 ′ be any morphism of
C , and consider the square diagram :

∅ //

��

𝑋

𝑓
��

𝐴
ℎ′ // 𝑋 ′ .

By assumption, we have a diagonal filler ℎ : 𝐴→ 𝑋 , so 𝑓∗ [ℎ] = [ℎ′].
For the injectivity, let 𝑔0, 𝑔1 : 𝐴 ⇒ 𝑋 be two morphisms of C , and 𝑘 ′ : 𝐼𝐴 → 𝑋 ′ a left

homotopy from 𝑓 𝑔0 to 𝑓 𝑔1 (for some cylinder 𝐼𝐴 of 𝐴). We get a commutative square :

𝐴 ⊔𝐴
(𝑔0,𝑔1 ) //

(𝜕0,𝜕1 )
��

𝑋

𝑓
��

𝐼𝐴
𝑘 ′ // 𝑋 ′

which admits a diagonal filler 𝑘 : 𝐼𝐴 → 𝑋 . The latter is a left homotopy from 𝑔0 to 𝑔1,
whence the assertion. □

3.3. The homotopy category of a model category. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model
category, with initial and final objects ∅ and 𝑒 . For every 𝑋 ∈ Ob(C ) the unique mor-
phism∅→𝑋 (resp. 𝑋→𝑒) is the composition of a cofibration∅→𝑌 and a trivial fibration
𝑌 → 𝑋 (resp. of a trivial cofibration 𝑋 → 𝑍 and a fibration 𝑍 → 𝑒), so 𝑌 ∈ Ob(C𝑐 ), and
𝑍 ∈Ob(C𝑓 ). Also, if 𝑋 is fibrant (resp. cofibrant), then 𝑌 ∈Ob(C𝑐 𝑓 ) (resp. 𝑍 ∈Ob(C𝑐 𝑓 )).

3.3.1. Fibrant and cofibrant replacements. We wish to define functors

C𝑐
(−)𝑐←−−− C

(−)𝑓−−−−→ C𝑓 𝑋𝑐 ←p 𝑋 ↦→ 𝑋𝑓 .

To this aim, we first fix pairs of morphisms (using the axiom of global choice) :

𝑋𝑐
𝛽𝑋−−→ 𝑋

𝛼𝑋−−→ 𝑋𝑓 ∀𝑋 ∈ Ob(C )

with 𝑋𝑐 ∈ Ob(C𝑐 ), 𝑋𝑓 ∈ Ob(C𝑓 ), 𝛼𝑋 ∈ W ∩ C𝑜 𝑓 , 𝛽𝑋 ∈ W ∩F𝑖𝑏, and where :

𝛽𝑋 = 1𝑋 ∀𝑋 ∈ Ob(C𝑐 ) and 𝛼𝑋 = 1𝑋 ∀𝑋 ∈ Ob(C𝑓 ).
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Next, for every 𝑋,𝑌 ∈ Ob(C ) and every 𝑔 ∈ C (𝑋,𝑌 ), the square diagrams :

(∗)
∅ //

��

𝑌𝑐

𝛽𝑌
��

𝑋
𝑔 //

𝛼𝑋

��

𝑌
𝛼𝑌 // 𝑌𝑓

��
𝑋𝑐

𝛽𝑋 // 𝑋
𝑔 // 𝑌 𝑋𝑓 // 𝑒

admit diagonal fillers 𝑔𝑐 : 𝑋𝑐 → 𝑌𝑐 and 𝑔𝑓 : 𝑋𝑓 → 𝑌𝑓 respectively. Hence we define :

[𝑋𝑓 , 𝑌𝑓 ]𝑙 = C𝑓 (𝑋𝑓 , 𝑌𝑓 ) ← C (𝑋,𝑌 ) → C𝑐 (𝑋𝑐 , 𝑌𝑐 ) = [𝑋𝑐 , 𝑌𝑐 ]𝑟 [𝑔𝑓 ]𝑙 ←p 𝑔 ↦→ [𝑔𝑐 ]𝑟
(notation of definition 3.2.12(iv)). Notice that the class [𝑔𝑐 ]𝑟 of 𝑔𝑐 in [𝑋𝑐 , 𝑌𝑐 ]𝑟 is indepen-
dent of the choice of 𝑔𝑐 , by proposition 3.2.14(i) and lemma 3.2.11(i). Likewise, the class
[𝑔𝑓 ]𝑙 of 𝑔𝑓 in [𝑋𝑓 , 𝑌𝑓 ]𝑙 is independent of the choice of 𝑔𝑓 . We need to check that :

[(ℎ𝑔)𝑓 ]𝑙 = [ℎ𝑓 ]𝑙 ◦ [𝑔𝑓 ]𝑙 [(ℎ𝑔)𝑐 ]𝑟 = [ℎ𝑐 ]𝑟 ◦ [𝑔𝑐 ]𝑟 ∀𝑋
𝑔
−→ 𝑌

ℎ−→ 𝑍 in C .

However, by a direct inspection we get commutative diagrams :

∅ //

��

𝑍𝑐

𝛽𝑍
��

𝑋
ℎ𝑔 //

𝛼𝑋

��

𝑍
𝛼𝑍 // 𝑍 𝑓

��
𝑋𝑐

𝛽𝑋

//

ℎ𝑐◦𝑔𝑐

55

𝑋
ℎ𝑔

// 𝑍 𝑋𝑓 //

ℎ𝑓 ◦𝑔𝑓

55

𝑒

whence the assertion. Lastly, obviously we may take (1𝑋 )𝑐 := 1𝑋𝑐 and (1𝑋 )𝑓 := 1𝑋𝑓 , so
[(1𝑋 )𝑐 ]𝑟 = 1𝑋𝑐 in C𝑐 , for every 𝑋 ∈ Ob(C ), and likewise for [(1𝑋 )𝑓 ]𝑙 .

Lemma 3.3.2. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝐹 : C𝑐 → D a functor
that maps every 𝑢 ∈ W𝑐 to an isomorphism 𝐹𝑢 of D (notation of definition 3.2.1(iii)). Then
𝐹 factors through 𝜋𝑐 : C𝑐 → C𝑐 and a unique functor 𝐹 : C𝑐 → D .

(ii) Dually, let 𝐹 : C𝑓 → D be a functor that maps every 𝑢 ∈ W𝑓 to an isomorphism 𝐹𝑢

of D . Then 𝐹 factors through 𝜋𝑓 : C𝑓 → C𝑓 and a unique functor 𝐹 : C𝑓 → D .

Proof. By virtue of remark 3.2.13(i), it suffices to show (ii). The latter comes down to
checking that for every 𝑋,𝑌 ∈ Ob(C𝑓 ) and every 𝑔,𝑔′ ∈ C𝑓 (𝑋,𝑌 ) with 𝑔 𝑙∼ 𝑔′, we have
𝐹𝑔 = 𝐹𝑔′. Indeed, by lemma 3.2.11(ii) there exists a cylinder of 𝑋 in C :

𝑋 ⊔ 𝑋
(𝜕0,𝜕1 )−−−−−→ 𝐼𝑋

𝜎−→ 𝑋

such that 𝜎 is a trivial fibration, and a morphism ℎ : 𝐼𝑋 → 𝑌 with ℎ𝜕0 = 𝑔 and ℎ𝜕1 = 𝑔′;
we are therefore reduced to checking that 𝐹 𝜕0 = 𝐹 𝜕1. But 𝐹 (𝜎) is an isomorphism, since
𝜎 ∈ W𝑐 , and on the other hand, 𝜎 ◦ 𝜕0 = 1𝑋 = 𝜎 ◦ 𝜕1, so 𝐹 𝜕0 = (𝐹𝜎)−1 = 𝐹 𝜕1. □

Remark 3.3.3. (i) The chosen𝑋𝑐 ,𝑋𝑓 are fibrant and respectively cofibrant replacements for
𝑋 . Any such choice induces a corresponding choice of fibrant and cofibrant replacements
on the opposite model category C op (proposition 3.2.4(i)) : namely, we take (𝑋 op)𝑐 :=
(𝑋𝑓 )op and (𝑋 op)𝑓 := (𝑋𝑐 )op; then 𝛼𝑋 op = 𝛽

op
𝑋

and 𝛽𝑋 op = 𝛼
op
𝑋

for every 𝑋 ∈ Ob(C ). We
call (−)𝑐 and (−)𝑓 the fibrant and respectively cofibrant replacement functors for C .

(ii) Notice that both 𝑋𝑐 𝑓 := (𝑋𝑐 )𝑓 and 𝑋𝑓 𝑐 := (𝑋𝑓 )𝑐 lie in C𝑐 𝑓 . Hence, the restriction
C𝑐 → C𝑓 of (−)𝑓 factors through the inclusion C𝑐 𝑓 ↩→ C𝑓 (remark 3.2.13(ii)). Moreover,
notice that the resulting functor C𝑐 → C𝑐 𝑓 maps every 𝑢 ∈ W𝑐 to an isomorphism [𝑢𝑓 ]
of C𝑐 𝑓 : indeed, 𝑢𝑓 ∈ W by the 2-out-of-3 property of W , so by proposition 3.2.14, the
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class [𝑢𝑓 ] admits both a left and right inverse in C𝑐 𝑓 . Likewise, the restriction C𝑓 → C𝑐
of (−)𝑐 induces a functor C𝑓 → C𝑐 𝑓 that maps every 𝑢 ∈ W𝑓 to an isomorphism [𝑢𝑐 ].
Then, by lemma 3.3.2, these latter functors in turn factor through unique functors :

C𝑐
[−] 𝑓−−−−→ C𝑐 𝑓

[−]𝑐←−−− C𝑓 .

(iii) Furthermore, we get a further pair of functors C ⇒ C𝑐 𝑓 , by setting :

(−)𝑐 𝑓 := [−] 𝑓 ◦ (−)𝑐 and (−)𝑓 𝑐 := [−]𝑐 ◦ (−)𝑓 .
Lastly, the weak equivalence 𝛼𝑋 : 𝑋 → 𝑋𝑓 induces a morphism 𝜏𝑋 := (𝛼𝑋 )𝑐 𝑓 : 𝑋𝑐 𝑓 →
𝑋𝑓 𝑐 . We claim that the rule 𝑋 ↦→ [𝜏𝑋 ] yields an isomorphism of functors :

[𝜏•] : (−)𝑐 𝑓 ∼−→ (−)𝑓 𝑐 .
Indeed, for every morphism 𝑔 : 𝑋 → 𝑌 of C , a simple diagram chase shows that :

𝛽𝑌𝑓 ◦ 𝜏𝑌 ◦ 𝑔𝑐 𝑓 ◦ 𝛼𝑋𝑐 = 𝛼𝑌 ◦ 𝑔 ◦ 𝛽𝑋 = 𝛽𝑌𝑓 ◦ 𝑔𝑓 𝑐 ◦ 𝜏𝑋 ◦ 𝛼𝑋𝑐 in C (𝑋𝑐 , 𝑌𝑓 )
(details left to the reader). By proposition 3.2.14, we deduce that [𝜏𝑌 ◦ 𝑔𝑐 𝑓 ] = [𝑔𝑓 𝑐 ◦ 𝜏𝑋 ]
in [𝑋𝑐 𝑓 , 𝑌𝑓 𝑐 ] for every such 𝑔, whence the naturality of [𝜏•]. By construction, 𝜏𝑋 ∈ W , so
[𝜏𝑋 ] is an isomorphism in C𝑐 𝑓 , again by proposition 3.2.14, whence the assertion.

(iv) Notice as well that [𝜏𝑋 ] = [1𝑋𝑐𝑓 ] = [1𝑋𝑓 𝑐 ] whenever 𝑋 ∈ Ob(C𝑐 ) ∪ Ob(C𝑓 )
(details left to the reader).

Example 3.3.4. In the situation of §3.3.1, let 𝑋 ∈ Ob(C ), and endow the slice cate-
gory 𝑋/C with the model structure provided by proposition 3.2.4(iii). In light of re-
mark 3.2.5, our choice of fibrant replacements (𝛼𝑌 |𝑌 ∈ Ob(C )) induces a system of
fibrant replacements for 𝑋/C : namely, for every (𝑌,𝑔 : 𝑋 → 𝑌 ) ∈ Ob(𝑋/C ) we let
(𝑌,𝑔)𝑓 := (𝑌𝑓 , 𝛼𝑌 ◦ 𝑔), and set 𝛼 (𝑌,𝑔) := 𝑋/𝛼𝑌 : (𝑌,𝑔) → (𝑌,𝑔)𝑓 . On the other hand, a
cofibrant replacement for (𝑌,𝑔) is obtained by fixing a factorization 𝑔 = 𝑘 ◦ℎ with a cofi-
bration ℎ : 𝑋 → 𝑍 and a trivial cofibration 𝑘 : 𝑍 → 𝑌 ; then one may set (𝑌,𝑔)𝑐 := (𝑍,ℎ)
and 𝛽 (𝑌,𝑔) := 𝑋/𝑘 : (𝑌,𝑔)𝑐 → (𝑌,𝑔). Likewise one may describe fibrant and cofibrant
replacements for C /𝑋 (with the model structure of proposition 3.2.4(ii)).

Theorem3.3.5. For everymodel category (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ), the localization (C [W −1], 𝛾)
of C along W exists, and the functor (−)𝑐 𝑓 : C → C𝑐 𝑓 is the composition of 𝛾 : C →
C [W −1] and a unique equivalence of categories :

C [W −1] ∼−→ C𝑐 𝑓 .

We call C [W −1] the homotopy category of the model category C , and denote it :

ho(C ) := C [W −1] .

Proof. Let ho(C ) be the category with Ob(ho(C )) := Ob(C ) and with

ho(C ) (𝑋,𝑌 ) := [𝑋𝑐 𝑓 , 𝑌𝑐 𝑓 ] ∀𝑋,𝑌 ∈ Ob(C ).

The composition law for ho(C ) is the same as for the category C𝑐 𝑓 , so that (−)𝑐 𝑓 is the
composition of an obvious functor that is the identity on objects :

𝛾 : C → ho(C ) 𝑋 ↦→ 𝑋 (𝑋
𝑓
−→ 𝑌 ) ↦→ [𝑋𝑐 𝑓

𝑓𝑐𝑓−−→ 𝑌𝑐 𝑓 ]
and a unique equivalence of categories that is the identity on morphisms :

𝜙 : ho(C ) ∼−→ C𝑐 𝑓 𝑋 ↦→ 𝑋𝑐 𝑓 .



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 147

It remains to check that (ho(C ), 𝛾) is a localization of C along the class W . We have
already remarked that if 𝑓 ∈ W , then 𝛾 (𝑓 ) is an isomorphism of ho(C ) (remark 3.3.3(ii)).

Lastly, let D be a category, and 𝐹 : C → D a functor that maps weak equivalences
of C to isomorphisms of D ; also, let 𝑋,𝑌 ∈ Ob(C ), and consider two morphisms 𝑓 , 𝑓 ′ :
𝑋𝑐 𝑓 ⇒ 𝑌𝑐 𝑓 of C𝑐 𝑓 . Notice that if [𝑓 ] = [𝑓 ′], then 𝐹 𝑓 = 𝐹 𝑓 ′, by lemma 3.3.2. Then, let
𝐹𝑋 := 𝐹𝑋 for every 𝑋 ∈ Ob(C ), and for every [𝑓 ] ∈ ho(C ) (𝑋,𝑌 ) set :

𝐹 [𝑓 ] := 𝐹𝛽𝑌 ◦ (𝐹𝛼𝑌𝑐 )−1 ◦ 𝐹 𝑓 ◦ 𝐹𝛼𝑋𝑐 ◦ (𝐹𝛽𝑋 )−1 : 𝐹𝑋 → 𝐹𝑌 .

Clearly 𝐹 [1𝑋 ] = 1
𝐹𝑋

for every 𝑋 ∈ Ob(C ), and 𝐹 [𝑔 ◦ 𝑓 ] = 𝐹 [𝑔] ◦ 𝐹 [𝑓 ] for every com-

posable pair 𝑋
[ 𝑓 ]
−−→ 𝑌

[𝑔]
−−→ 𝑍 of morphisms of ho(C ). Also, for every 𝑔 ∈ C (𝑋,𝑌 ) :

𝐹𝑔 = 𝐹𝛽𝑌 ◦ 𝐹𝑔𝑐 ◦ (𝐹𝛽𝑋 )−1 = 𝐹𝛽𝑌 ◦ (𝐹𝛼𝑌𝑐 )−1 ◦ 𝐹𝑔𝑐 𝑓 ◦ 𝐹𝛼𝑋𝑐 ◦ (𝐹𝛽𝑋 )−1 = 𝐹 ◦ 𝛾 (𝑔).

This shows that 𝐹 factors through 𝛾 and a functor 𝐹 : ho(C ) → D . To prove the
uniqueness of 𝐹 , suppose that 𝐺 : ho(C ) → D is another functor with 𝐹 = 𝐺 ◦ 𝛾 ,
and let again 𝑓 ∈ C (𝑋𝑐 𝑓 , 𝑌𝑐 𝑓 ); so 𝑓 induces elements of ho(C ) (𝑋,𝑌 ), ho(C ) (𝑋𝑐 , 𝑌𝑐 ) and
ho(C ) (𝑋𝑐 𝑓 , 𝑌𝑐 𝑓 ) that we denote respectively by [𝑓 ], [𝑓𝑐 ] and [𝑓𝑐 𝑓 ]. We then have :

[𝑓 ] ◦ 𝛾 (𝛽𝑋 ) = 𝛾 (𝛽𝑌 ) ◦ [𝑓𝑐 ] and 𝛾 (𝛼𝑌𝑐 ) ◦ [𝑓𝑐 ] = [𝑓𝑐 𝑓 ] ◦ 𝛾 (𝛼𝑋𝑐 )
whence𝐺 [𝑓 ] ◦ 𝐹𝛽𝑋 = 𝐹𝛽𝑌 ◦𝐺 [𝑓𝑐 ] and 𝐹𝛼𝑌𝑐 ◦𝐺 [𝑓𝑐 ] = 𝐺 [𝑓𝑐 𝑓 ] ◦ 𝐹𝛼𝑋𝑐 , and corresponding
identities hold for 𝐹 [𝑓 ], 𝐹 [𝑓𝑐 ] and 𝐹 [𝑓𝑐 𝑓 ]. Notice that 𝐹𝑋 = 𝐺𝑋 for every 𝑋 ∈ Ob(C ),
since 𝛾 is the identity on objects. But we have as well 𝐹 [𝑓𝑐 𝑓 ] = 𝐺 [𝑓𝑐 𝑓 ], since 𝜙 restricts to
the identity on the full subcategory C𝑐 𝑓 of ho(C ); moreover, 𝐹𝛼𝑋 and 𝐹𝛽𝑋 are isomor-
phisms of D for every 𝑋 ∈ Ob(C ), since 𝛼𝑋 , 𝛽𝑋 ∈ W , so 𝐹 [𝑓 ] = 𝐺 [𝑓 ]. □

Corollary 3.3.6. For every model category (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ), the localizations C𝑐 [W −1
𝑐 ]

and C𝑓 [W −1
𝑓
] exist (notation of definition 3.2.1(iii)), and the inclusions of categories :

C𝑐 𝑓
� � //
� _

��

C𝑐� _

��
C𝑓
� � // C

induce equivalences of categories :

C𝑐 𝑓
∼ //

≀
��

C𝑐 [W −1
𝑐 ]

≀
��

C𝑓 [W −1
𝑓
] ∼ // ho(C ).

Proof. The explicit construction of ho(C ) implies that the inclusion C𝑐 𝑓 → C induces
an equivalence C𝑐 𝑓

∼−→ ho(C ). Next, let ho(C𝑐 ) be the full subcategory of ho(C ) with
Ob(ho(C𝑐 )) := Ob(C𝑐 ), and denote by𝛾𝑐 : C𝑐 → ho(C𝑐 ) the restriction of the localization
𝛾 : C → ho(C ). Then𝛾𝑐 (𝑓 ) is an isomorphism of ho(C𝑐 ), for every 𝑓 ∈ W𝑐 , and the proof
of theorem 3.3.5 can be repeated verbatim, to show that (ho(C𝑐 ), 𝛾𝑐 ) is a localization of C𝑐
along W𝑐 . Since, moreover, 𝛽𝑋 ∈ W for every 𝑋 ∈ Ob(C ), we deduce that the inclusion
C𝑐 → C induces an equivalence C𝑐 [W −1

𝑐 ] ∼−→ ho(C ).
In order to get the corresponding assertions for C𝑓 [W −1

𝑓
], we argue with the opposite

model category C op, and invoke remark 1.11.5(iii). □
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Remark 3.3.7. (i) With the notation of corollary 3.3.6, in the following we also set

ho(C𝑐 ) := C𝑐 [W −1
𝑐 ] and ho(C𝑓 ) := C𝑓 [W −1

𝑓
] .

By construction we have, for every 𝑋,𝑌 ∈ Ob(C𝑐 ) and 𝑋 ′, 𝑌 ′ ∈ Ob(C𝑓 ) :
ho(C𝑐 ) (𝑋,𝑌 ) = [𝑋𝑓 , 𝑌𝑓 ] ho(C𝑓 ) (𝑋 ′, 𝑌 ′) = [𝑋 ′𝑐 , 𝑌 ′𝑐 ] .

The localization𝛾𝑐 : C𝑐 → ho(C𝑐 ) (resp. 𝛾𝑓 : C𝑓 → ho(C𝑓 )) is the identity on objects, and
maps every 𝑔∈C𝑐 (𝑋,𝑌 ) to [𝑔𝑓 : 𝑋𝑓 → 𝑌𝑓 ] (resp. every ℎ ∈C𝑓 (𝑋 ′, 𝑌 ′) to [ℎ𝑐 : 𝑋𝑐 → 𝑌𝑐 ]).
Moreover, if 𝐹 : C𝑐 → D is a functor such that 𝐹 (W𝑐 ) ⊂ Isom(D), then the unique
functor ho(𝐹 ) : ho(C𝑐 ) → D with ho(𝐹 ) ◦ 𝛾𝑐 = 𝐹 is given by the rules : 𝑋 ↦→ 𝐹𝑋 for
every 𝑋 ∈ Ob(C𝑐 ) and [𝑔] ↦→ 𝐹 (𝛼𝑌 )−1 ◦ 𝐹 (𝑔) ◦ 𝐹 (𝛼𝑋 ) for every [𝑔] ∈ ho(C𝑐 ) (𝑋,𝑌 ).
Likewise, if 𝐺 : C𝑓 → D is a functor such that 𝐹 (W𝑓 ) ⊂ Isom(D), then the unique
functor ho(𝐺) : ho(C𝑓 ) → D with ho(𝐺) ◦ 𝛾𝑓 = 𝐺 is given by the rules : 𝑋 ′ ↦→ 𝐺𝑋 ′ for
every 𝑋 ′ ∈ Ob(C𝑓 ) and [ℎ] ↦→ 𝐹 (𝛽𝑌 ′ ) ◦ 𝐹 (ℎ) ◦ 𝐹 (𝛽𝑋 ′ )−1 for every [ℎ] ∈ ho(C𝑓 ) (𝑋 ′, 𝑌 ′).

(ii) Furthermore, by lemma 3.3.2, the localization functors 𝛾𝑐 and 𝛾𝑓 factor through
𝜋𝑐 : C𝑐 → C𝑐 , respectively 𝜋𝑓 : C𝑓 → C𝑓 , and unique functors

𝛾𝑐 : C𝑐 → ho(C𝑐 ) 𝛾 𝑓 : C𝑓 → ho(C𝑓 ).

Unlike the case for C𝑐 𝑓 , these functors are not necessarily equivalences of categories, but
they induce isomorphisms of categories :

C𝑐 [W𝑐
−1] ∼−→ ho(C𝑐 ) C𝑓 [W𝑓

−1] ∼−→ ho(C𝑓 )

where W𝑐 denotes the image of W𝑐 in C𝑐 , and likewise for W𝑓 . Indeed, let 𝐹 : C𝑐 → D

be a functor such that 𝐹 (W𝑐 ) ⊂ Isom(D); there exists a unique functor 𝐹 : ho(C𝑐 ) → D
with 𝐹 ◦𝛾𝑐 = 𝐹 ◦ 𝜋𝑐 , whence 𝐹 ◦𝛾𝑐 ◦ 𝜋𝑐 = 𝐹 ◦ 𝜋𝑐 , and since 𝜋𝑐 is both full and the identity
on objects, we get 𝐹 ◦ 𝛾𝑐 = 𝐹 . Clearly 𝐹 is the unique functor ho(C𝑐 ) → D enjoying the
latter identity, so this shows that (ho(C𝑐 ), 𝛾𝑐 ) is a localization of C𝑐 along W𝑐 ,whence the
first stated isomorphism; likewise we obtain the stated isomorphism for C𝑓 [W𝑓

−1].
(iii) Also, there exist unique functors (−)𝑐 and (−) 𝑓 that make commute the diagram :

C𝑓

𝛾 𝑓
��

C
(−)𝑓oo (−)𝑐 //

𝛾

��

C𝑐

𝛾𝑐
��

ho(C𝑓 ) ho(C )
(−) 𝑓oo (−)𝑐 // ho(C𝑐 )

(where 𝛾 is the localization) and they are quasi-inverse functors for the equivalences

𝑖𝑐 : ho(C𝑐 ) ∼−→ ho(C ) 𝑖 𝑓 : ho(C𝑓 ) ∼−→ ho(C )

provided by corollary 3.3.6; indeed, a direct inspection shows that (−)𝑐 ◦ 𝑖𝑐 = 1ho(C𝑐 )
and (−) 𝑓 ◦ 𝑖 𝑓 = 1ho(C𝑓 ) . Furthermore, the rules: 𝑋 ↦→ 𝛾 (𝛽𝑋 ) and 𝑋 ↦→ 𝛾 (𝛼𝑋 ) for every
𝑋 ∈ Ob(C ) define isomorphisms of functors

[𝛽•] : 𝑖𝑐 ◦ (−)𝑐 ∼−→ 1ho(C ) and [𝛼•] : 1ho(C )
∼−→ 𝑖 𝑓 ◦ (−) 𝑓 .

Here, 𝛾 (𝛽𝑋 ) ∈ ho(C ) (𝑋𝑐 , 𝑋 ) = [𝑋𝑐 𝑓 , 𝑋𝑐 𝑓 ] is [1𝑋𝑐𝑓 ], whereas 𝛾 (𝛼𝑋 ) ∈ ho(C ) (𝑋,𝑋𝑓 ) =
[𝑋𝑐 𝑓 , 𝑋𝑓 𝑐 ] is the class [𝜏𝑋 ] of remark 3.3.3(iii). Also, for every 𝑔 ∈ C (𝑋,𝑌 ), the functor
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(−)𝑐 (resp. (−) 𝑓 ) sends 𝛾 (𝑔) = [𝑔𝑐 𝑓 ] : 𝑋 → 𝑌 to [𝑔𝑐 𝑓 ] : 𝑋𝑐 → 𝑌𝑐 (resp. to [𝑔𝑓 𝑐 ] : 𝑋𝑓 →
𝑌𝑓 ). The detailed verifications shall be left to the reader.
(iv) Let 𝑢 :𝑊 → 𝑋 and 𝑣 : 𝑌 → 𝑍 be two morphisms of C , with𝑊 ∈ C𝑐 and 𝑍 ∈ C𝑓 .

Then, for every 𝜙 ∈ ho(C ) (𝑋,𝑌 ) there exists 𝑔 ∈ C (𝑊,𝑍 ) such that :

𝛾 (𝑔) = 𝛾 (𝑣) ◦ 𝜙 ◦ 𝛾 (𝑢) in ho(C ) (𝑊,𝑍 ).

Indeed, recall that 𝜙 is by construction the class of some 𝑓 ∈ C (𝑋𝑐 𝑓 , 𝑌𝑐 𝑓 ); then the same
𝑓 also induces 𝜙 ′ ∈ ho(C ) (𝑌𝑐 , 𝑋𝑐 ), such that the following diagram commutes in ho(C ) :

𝑋

𝜙

��

𝑋𝑐
𝛾 (𝛽𝑋 )oo 𝛾 (𝛼𝑋𝑐 ) //

𝜙 ′

��

𝑋𝑐 𝑓

𝛾 (𝑓 )
��

𝑌 𝑌𝑐
𝛾 (𝛽𝑌 )oo 𝛾 (𝛼𝑌𝑐 ) // 𝑌𝑐 𝑓

(details left to the reader). Next, since 𝑍 is fibrant and 𝛼𝑌𝑐 is a trivial cofibration, there
exists 𝑡 ∈ C (𝑌𝑐 𝑓 , 𝑍 ) such that 𝑡 ◦ 𝛼𝑌𝑐 = 𝑣 ◦ 𝛽𝑌 : 𝑌𝑐 → 𝑍 . Lastly, since𝑊𝑐 = 𝑊 , the
morphism𝑢 induces a morphism𝑢𝑐 ∈ C (𝑊,𝑋𝑐 ) such that 𝛽𝑋 ◦𝑢𝑐 = 𝑢. With this notation,
we may then take 𝑔 := 𝑡 ◦ 𝑓 ◦ 𝛼𝑋𝑐 ◦ 𝑢𝑐 .

Definition 3.3.8. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝑓 : 𝑋 → 𝑌 a morphism
of C𝑐 𝑓 . We say that 𝑓 is a homotopy equivalence if its class [𝑓 ] ∈ [𝑋,𝑌 ] is an isomorphism
of C𝑐 𝑓 , i.e. if there exists 𝑔 ∈ C𝑐 𝑓 (𝑌,𝑋 ) such that 1𝑌

𝑙∼ 𝑓 ◦ 𝑔 𝑙∼ 1𝑌 and 1𝑋
𝑙∼ 𝑔 ◦ 𝑓 𝑙∼ 1𝑋 .

Theorem 3.3.9. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝑓 ∈ Mor(C ).
(i) (Whitehead) If 𝑓 ∈ Mor(C𝑐 𝑓 ), then 𝑓 is a homotopy equivalence⇔ 𝑓 ∈ W .

(ii) 𝑓 is a weak equivalence if and only if its image in ho(C ) is an isomorphism.

Proof. (i): Let 𝐴, 𝐵 ∈ Ob(C𝑐 𝑓 ) and 𝑓 ∈ C (𝐴, 𝐵); then by construction 𝑓 is a homotopy
equivalence if and only if its image [𝑓 ] in ho(C ) is an isomorphism; in particular, if 𝑓
is a weak equivalence, then 𝑓 is a homotopy equivalence, by virtue of proposition 3.2.14.
We may then assume that 𝑓 is a homotopy equivalence, and we check that 𝑓 ∈ W . To
this aim, pick a factorization of 𝑓 : 𝐴

𝑔
−→ 𝐶

𝑝
−→ 𝐵 with 𝑔 ∈ W ∩ C𝑜 𝑓 and 𝑝 ∈ F 𝑖𝑏. Then

𝐶 ∈ Ob(C𝑐 𝑓 ), and therefore 𝑔 is a homotopy equivalence, by the foregoing.
Let 𝑓 ′ be a homotopy inverse for 𝑓 , so that there exists a left homotopy 𝐻 : 𝐼𝐵 → 𝐵

from 𝑓 𝑓 ′ to 1𝐵 . Notice that the commutative square :

𝐵
𝑔𝑓 ′ //

𝜕0
��

𝐶

𝑝

��
𝐼𝐵

𝐻 // 𝐵

admits a diagonal filler 𝐻 ′ : 𝐼𝐵 → 𝐶 , since 𝜕0 ∈ W ∩ C𝑜 𝑓 (remark 3.2.10(iii)). Set
𝑞 := 𝐻 ′ ◦ 𝜕1 : 𝐵 → 𝐶; then 𝑝𝑞 = 1𝐵 , and 𝐻 ′ is a left homotopy from 𝑔𝑓 ′ to 𝑞.

Let 𝑔′ : 𝐶 → 𝐴 be a homotopy inverse for 𝑔, i.e. 𝑔𝑔′ 𝑙∼ 1𝐶 and 𝑔′𝑔 𝑙∼ 1𝐴; then :

𝑝
𝑙∼ 𝑝𝑔𝑔′ 𝑙∼ (𝑝𝑔) ◦ (𝑓 ′ 𝑓 ) ◦ 𝑔′ 𝑙∼ (𝑝𝑞) ◦ (𝑓 𝑔′) = 𝑓 𝑔′ and thus : 𝑞𝑝

𝑙∼ (𝑔𝑓 ′) ◦ (𝑓 𝑔′) 𝑙∼ 1𝐶 .

Hence, let 𝐾 : 𝐼𝐶 → 𝐶 be a left homotopy from 1𝐶 to 𝑞𝑝; then 1𝐶 : 𝐶
𝜕0−→ 𝐼𝐶

𝐾−→ 𝐶 lies in
W , and the same holds for 𝜕0, 𝜕1 : 𝐶 ⇒ 𝐼𝐶 (remark 3.2.10(iii)), so the same holds for 𝐾 ,
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and then also for 𝑞𝑝 = 𝐾 ◦ 𝜕1. Lastly, the commutative diagram :

𝐶
1𝐶 //

𝑝

��

𝐶
1𝐶 //

𝑞𝑝

��

𝐶

𝑝

��
𝐵

𝑞 // 𝐶
𝑝 // 𝐵

exhibits 𝑝 as a retract of 𝑞𝑝 , so 𝑝 ∈ W (proposition 3.2.6), and finally, 𝑓 = 𝑝𝑔 ∈ W .
(ii): By the 2-out-of-3 property, it is clear that 𝑓 ∈ W ⇔ 𝑓𝑐 ∈ W ⇔ 𝑓𝑐 𝑓 ∈ W (notation

of §3.3.1); thus, it remains only to check that a morphism 𝑓 : 𝑋 → 𝑌 of C𝑐 𝑓 is in W if and
only if [𝑓 ] is an isomorphism of C𝑐 𝑓 , and this is (i). □

Corollary 3.3.10. (i) The functor 𝛾𝑐 : C𝑐 → ho(C𝑐 ) admits a fully faithful right adjoint,
and the class W𝑐 admits a left calculus of fractions.

(ii) Dually, The functor 𝛾 𝑓 : C𝑓 → ho(C𝑓 ) admits a fully faithful left adjoint, and the

class W𝑓 admits a right calculus of fractions.

Proof. (i): Recall that the restriction C𝑐 → C𝑐 𝑓 of the functor (−)𝑓 : C → C𝑓 factors
uniquely through a functor [−] 𝑓 : C𝑐 → C𝑐 𝑓 (remark 3.3.3(ii)). Let also 𝑗 : C𝑐 𝑓 → C𝑐 be
the fully faithful inclusion of remark 3.2.13(ii); it follows easily that the rule : 𝑋 ↦→ (𝛼𝑋 :
𝑋 → 𝑋𝑓 ) for every 𝑋 ∈ Ob(C𝑐 ) yields a natural transformation

𝛼• : 1C𝑐
⇒ 𝑗 ◦ [−] 𝑓 .

On the other hand, clearly [−] 𝑓 ◦ 𝑗 = 1C𝑐𝑓
, and it is easily seen that 𝛼•★ 𝑗 = 1𝑗 . Next, a sim-

ple inspection shows that 𝛼• and 1C𝑐𝑓
verify the triangular identities of [13, Prob.2.13(ii)],

hence they are the unit and respectively the counit of a unique adjunction for the pair of
functors ( [−] 𝑓 , 𝑗). Lastly, 𝛾𝑐 ◦ 𝑗 : C𝑐 𝑓 ∼−→ ho(C𝑐 ) is the equivalence provided by corollary
3.3.6, and 𝛾𝑐 ★ 𝛼• : 𝛾𝑐 ⇒ 𝛾𝑐 ◦ 𝑗 ◦ [−] 𝑓 is an isomorphism of functors, whence the first
assertion. The second assertion now follows from example 1.12.2 and theorem 3.3.9(ii).

(ii) follows from (i) by considering the opposite model category structure, in light of
remarks 3.2.13(i) and 1.11.5(iii). □

Remark 3.3.11. By corollary 3.3.10 and example 1.12.8, we see that the morphisms of
ho(C𝑐 ) (resp. of ho(C𝑓 )) are given by left fractions 𝑡−1 ◦ 𝑓 (resp. right fractions 𝑓 ◦ 𝑡−1)
with denominators 𝑡 ∈ W𝑐 (resp. 𝑡 ∈ W𝑓 ). In general, the class W of weak equivalences
of C does not admit a calculus of fractions, so the morphisms of ho(C ) cannot always be
represented as fractions with denominators in W .

3.4. Derived functors and Quillen adjunctions.

Definition 3.4.1. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝛾 : C → ho(C ) its homo-
topy localization, and 𝐹 : C → D a functor to a category D .

(i) A left derived functor of 𝐹 is a right Kan extension (L𝐹, 𝑎𝐹• ) of 𝐹 along 𝛾 , i.e. the
datum of a functor

L𝐹 : ho(C ) → D and a natural transformation 𝑎𝐹• : L𝐹 ◦ 𝛾 ⇒ 𝐹

enjoying the following universal property. For every functor 𝐺 : ho(C ) → D and every
natural transformation 𝜏• : 𝐺 ◦ 𝛾 ⇒ 𝐹 , there exists a unique natural transformation
𝑓• : 𝐺 ⇒ L𝐹 such that 𝜏• = 𝑎𝐹• ◦ (𝑓• ★𝛾).
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(ii) Dually, a right derived functor of 𝐹 is a left Kan extension (R𝐹, 𝑏𝐹• ) of 𝐹 along 𝛾 , i.e.
the datum of a functor

R𝐹 : ho(C ) → D and a natural transformation 𝑏𝐹• : 𝐹 ⇒ R𝐹 ◦ 𝛾

such that for every functor 𝐺 : ho(C ) → D and every natural transformation 𝜂• : 𝐹 ⇒
𝐺 ◦ 𝛾 there exists a unique natural transformation 𝑔• : R𝐹 ⇒ 𝐺 with 𝜂• = (𝑔• ★𝛾) ◦ 𝑏𝐹• .

Remark 3.4.2. (i) Clearly (L𝐹, 𝑎𝐹• ) is a left derived functor of 𝐹 ⇔ ((L𝐹 )op, (𝑎𝐹• )op) is a
right derived functor of 𝐹 op : C op → Dop, whereC op is endowedwith its natural opposite
model category structure (proposition 3.2.4(i)).

(ii) As usual, the left derived functor of 𝐹 is determined up to unique isomorphism;
i.e. if (L′𝐹, 𝑎′•) is another left derived functor of 𝐹 , there exists a unique isomorphism
of functors 𝜔• : L𝐹 ∼−→ L′𝐹 such that 𝑎𝐹• = 𝑎′• ◦ (𝜔 ★ 𝛾), and likewise for right derived
functors.
(iii) If 𝐹 sends every weak equivalence of C to an isomorphism of D , then it factors

through 𝛾 and a unique functor ho(𝐹 ) : ho(C ) → D , and lemma 1.11.7(i) easily implies
that (ho(𝐹 ), 1𝐹 ) is both a left and right derived functor of 𝐹 . Especially :

L𝛾 = R𝛾 = 1ho(C ) .

(iv) Let 𝐹, 𝐹 ′ : C ⇒ D be two functors that admit left derived functors (L𝐹, 𝑎𝐹• ) and
respectively (L𝐹 ′, 𝑎𝐹 ′• ), and let 𝜇• : 𝐹 ⇒ 𝐹 ′ be a natural transformation. Then there exists
a unique natural transformation

L𝜇• : L𝐹 ⇒ L𝐹 ′ such that 𝜇• ◦ 𝑎𝐹• = 𝑎𝐹
′
• ◦ (L𝜇• ★𝛾).

We call L𝜇• the left derived transformation of 𝜇•. Dually, if 𝐹 and 𝐹 ′ admit right derived
functors (R𝐹, 𝑏𝐹• ) and respectively (R𝐹 ′, 𝑏𝐹 ′• ), then 𝜇• induces a unique natural transfor-
mation

R𝜇• : R𝐹 ⇒ R𝐹 ′ such that 𝑏𝐹
′
• ◦ 𝜇• = (R𝜇• ★𝛾) ◦ 𝑏𝐹• .

We call R𝜇• the right derived transformation of 𝜇•.

3.4.3. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝐹 : C → D a functor that sends trivial
cofibrations between cofibrant objects of C to isomorphisms of D . By Ken Brown’s lemma
(proposition 3.2.8), 𝐹 then also sends all elements of W𝑐 to isomorphisms of D , so we get
unique functors 𝐹𝑐 and ho(𝐹𝑐 ) fitting into a commutative diagram :

C𝑐
𝜋𝑐 //

𝐹𝑐 ""

C𝑐
𝛾𝑐 //

𝐹𝑐��

ho(C𝑐 )

ho(𝐹𝑐 )yy
D

where 𝐹𝑐 is the restriction of 𝐹 , and 𝜋𝑐 and 𝛾𝑐 are as in remark 3.3.7(ii). We set

L𝐹 := ho(𝐹𝑐 ) ◦ (−)𝑐 : ho(C ) → D

where (−)𝑐 : ho(C ) ∼−→ ho(C𝑐 ) is the equivalence of categories of remark 3.3.7(iii).
Explicitly, L𝐹 is given by the rules : 𝑋 ↦→ 𝐹𝑋𝑐 for every 𝑋 ∈ Ob(C ), and [𝑔] ↦→
𝐹 (𝛼𝑌𝑐 )−1 ◦ 𝐹 (𝑔) ◦ 𝐹 (𝛼𝑋𝑐 ) for every [𝑔] ∈ ho(C ) (𝑋,𝑌 ) = [𝑋𝑐 𝑓 , 𝑌𝑐 𝑓 ]. Notice that :

L𝐹 ◦ 𝛾 = ho(𝐹𝑐 ) ◦ (−)𝑐 ◦ 𝛾 = ho(𝐹𝑐 ) ◦ 𝛾𝑐 ◦ (−)𝑐 = 𝐹𝑐 ◦ (−)𝑐
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so L𝐹 ◦ 𝛾 : C → D is given by the rules : 𝑋 ↦→ 𝐹𝑋𝑐 for every 𝑋 ∈ Ob(C ) and 𝑔 ↦→ 𝐹𝑔𝑐
for every 𝑔 ∈ C (𝑋,𝑌 ). We have therefore a natural transformation

𝑎𝐹• : L𝐹 ◦ 𝛾 ⇒ 𝐹 𝑋 ↦→ 𝑎𝐹𝑋 := (𝐹𝑋𝑐
𝐹𝛽𝑋−−−→ 𝐹𝑋 ).

Proposition 3.4.4. In the situation of §3.4.3, we have :
(i) The pair (L𝐹, 𝑎𝐹• ) is a left derived functor of 𝐹 .
(ii) More generally, for every functor 𝐹 ′ : D → D ′, the pair (𝐹 ′ ◦ L𝐹, 𝐹 ′ ★ 𝑎𝐹• ) is a left

derived functor of 𝐹 ′ ◦ 𝐹 : C → D ′.

Proof. (i): Let𝐺 : ho(C )→D be a functor, 𝜏• : 𝐺◦𝛾 ⇒𝐹 a natural transformation. Define
as in the proof of lemma 1.11.7(i), the category D [1] and the evaluation functors

e0, e1 : D [1] ⇒ D

and recall that the datum of 𝜏• is equivalent to that of a functor

𝑇 : C → D [1] such that e0 ◦𝑇 = 𝐺 ◦ 𝛾 and e1 ◦𝑇 = 𝐹 .

By assumption, the restriction C𝑐 → D [1] of𝑇 sends weak equivalences to isomorphisms
of D [1] , so it factors through a functor

𝑇𝑐 : ho(C𝑐 ) → D [1] with e0 ◦𝑇𝑐 = 𝐺 ◦ 𝑖𝑐 and e1 ◦𝑇𝑐 = ho(𝐹𝑐 )

(where 𝑖𝑐 is as in remark 3.3.7(iii)). Indeed, both identities for e𝑗 ◦ 𝑇𝑐 ( 𝑗 = 0, 1) can be
checked after composition with 𝛾𝑐 : C𝑐 → ho(C𝑐 ), and then they follow by a simple
diagram chase. In turn, the composition 𝑇𝑐 ◦ (−)𝑐 : ho(C ) → D [1] is equivalent to the
datum of a natural transformation 𝜙• : 𝐺 ◦ 𝑖𝑐 ◦ (−)𝑐 ⇒ L𝐹 , and we set

𝑓• := 𝜙• ◦ (𝐺 ★ [𝛽•])−1 : 𝐺 ⇒ L𝐹 .

Explicitly, for every 𝑋 ∈ Ob(C ), 𝑓𝑋 : 𝐺𝑋 → L𝐹𝑋 is the unique morphism of D that
makes commute the following diagram, whose left vertical arrow is an isomorphism :

(∗)
𝐺𝑋𝑐

𝜏𝑋𝑐 //

𝐺𝛾 (𝛽𝑋 )
��

L𝐹𝑋 = 𝐹𝑋𝑐

𝐹𝛽𝑋
��

𝐺𝑋
𝜏𝑋 //

𝑓𝑋
66

𝐹𝑋 .

Since 𝑎𝐹
𝑋
= 𝐹𝛽𝑋 , we see that 𝑎𝐹• ◦ (𝑓• ★𝛾) = 𝜏•. It remains to check that 𝑓• is the unique

natural transformation𝐺 ⇒ L𝐹 verifying this identity; hence, let 𝑔• : 𝐺 ⇒ L𝐹 be another
natural transformation with 𝑎𝐹• ◦ (𝑔• ★ 𝛾) = 𝜏•. Then, recall that 𝛾 (𝛽𝑋 ) = [1𝑋𝑐𝑓 ] for the
morphism 𝛽𝑋 : 𝑋𝑐 → 𝑋 of C ; so L𝐹𝛾 (𝛽𝑋 ) = 1𝐹𝑋𝑐 , and we get the commutative diagram :

𝐺𝑋𝑐
𝑔𝑋𝑐 //

𝐺𝛾 (𝛽𝑋 )
��

L𝐹𝑋𝑐 = 𝐹𝑋𝑐
𝑎𝐹
𝑋𝑐 // 𝐹𝑋𝑐

𝐹𝛽𝑋
��

𝐺𝑋
𝑔𝑋 // L𝐹𝑋 = 𝐹𝑋𝑐

𝑎𝐹
𝑋 // 𝐹𝑋 .

Moreover, 𝑎𝐹
𝑋𝑐

= 𝐹𝛽𝑋𝑐 and 𝛽𝑋𝑐 = 1𝑋𝑐 , so 𝜏𝑋𝑐 = 𝑎𝐹
𝑋𝑐
◦ 𝑔𝑋𝑐 = 𝑔𝑋𝑐 , and we conclude that

diagram (∗) commutes also after replacing 𝑓𝑋 by 𝑔𝑋 , whence 𝑔• = 𝑓•.
(ii): A direct inspection shows that 𝐹 ′ ◦ L𝐹 = L(𝐹 ′ ◦ 𝐹 ) and 𝐹 ′ ★ 𝑎𝐹• = 𝑎𝐹

′𝐹
• , so the

assertion follows from (i). □
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Remark 3.4.5. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝐹 : C → D a functor that
sends trivial fibrations between fibrant objects of C to isomorphisms of D . Then, as in
§3.4.3, we have unique functors 𝐹 𝑓 and ho(𝐹𝑓 ) that make commute the diagram :

C𝑓

𝜋𝑓 //

𝐹𝑓 ""

C𝑓

𝛾 𝑓 //

𝐹 𝑓��

ho(C𝑓 )

ho(𝐹𝑓 )yy
D

where 𝐹𝑓 denotes the restriction of 𝐹 , and 𝜋𝑓 and 𝛾 𝑓 are as in remark 3.3.7(ii). So we set

R𝐹 := ho(𝐹𝑓 ) ◦ (−) 𝑓 : ho(C ) → D

and a direct computation shows that R𝐹 ◦ 𝛾 = 𝐹 𝑓 ◦ (−)𝑓 , i.e. R𝐹 ◦ 𝛾 : C → D is given by
the rules : 𝑋 ↦→ 𝐹𝑋𝑓 for every 𝑋 ∈ Ob(C ), and [𝑔] ↦→ 𝐹𝑔𝑓 for every [𝑔] ∈ ho(C ) (𝑋,𝑌 ).
Then, together with the natural transformation

𝑏𝐹• : 𝐹 ⇒ R𝐹 ◦ 𝛾 𝑋 ↦→ 𝑏𝐹𝑋 := (𝐹𝑋 𝐹𝛼𝑋−−−→ 𝐹𝑋𝑓 )

we get, by the dual of proposition 3.4.4(i), a right derived functor (R𝐹, 𝑏𝐹• ) of 𝐹 , arguing
with the opposite model category C op, and in view of remarks 1.11.5(iii) and 3.4.2(i).

(ii) Let (C ′,W ′,F 𝑖𝑏′,C𝑜 𝑓 ′) be another model category, and 𝐹 : C → C ′ a functor
that sends trivial cofibrations between cofibrant objects to weak equivalences. Then the
composition of 𝐹 with the localization 𝛾 ′ : C ′ → ho(C ′) verifies the condition of §3.4.3,
so it admits a left derived functor, that we denote by

(L𝐹 : ho(C ) → ho(C ′), 𝛼𝐹• := 𝑎𝛾
′𝐹
• : L𝐹 ◦ 𝛾 ⇒ 𝛾 ′ ◦ 𝐹 )

and we call the total left derived functor of 𝐹 . Hence, for every functor 𝐺 : ho(C ) →
ho(C ′) and every natural transformation 𝜏• : 𝐺 ◦𝛾 ⇒ 𝛾 ′ ◦𝐹 , there exists a unique natural
transformation 𝑓• : 𝐺 ⇒ L𝐹 with 𝛼𝐹• ◦ (𝑓• ★𝛾) = 𝜏•.
(iii) Let C and C ′ be as in (ii), and 𝐹 : C → C ′ a functor that sends trivial fibrations

between fibrant objects to weak equivalences. Combining (i) and (ii) we then see that𝛾 ′◦𝐹 :
C → ho(C ′) admits a right derived functor, denoted by

(R𝐹 : ho(C ) → ho(C ′), 𝛽𝐹• := 𝑏𝛾
′𝐹
• : 𝛾 ′ ◦ 𝐹 ⇒ R𝐹 ◦ 𝛾)

(notation of definition 3.4.1(ii)) which we call the total right derived functor of 𝐹 .

Example 3.4.6. (i) In the situation of remark 3.4.5(ii), suppose that 𝐹 sends every weak
equivalence of C to a weak equivalence of C ′. Then 𝛾 ′ ◦𝐹 : C → ho(C ′) factors through
𝛾 and a unique functor ho(𝐹 ) : ho(C ) → ho(C ′), and by remark 3.4.2(iii), the pair
(ho(𝐹 ), 1𝛾 ′𝐹 ) is both a left and right total derived functor of 𝐹 .

(ii) Especially, L1C = R1C = 1ho(C ) .
(iii) Keep the situation of remark 3.4.5(ii), and suppose that the restriction 𝐹𝑐 : C𝑐 → C ′

of 𝐹 reflects weak equivalences; then L𝐹 is conservative. Indeed, let [𝑔] : 𝑋 → 𝑌 be any
morphism of ho(C ) such that L𝐹 ( [𝑔]) is an isomorphism of ho(C ′); by definition, [𝑔]
is the homotopy class of a morphism 𝑔 : 𝑋𝑐 𝑓 → 𝑌𝑐 𝑓 of C𝑐 𝑓 , and it follows easily that
𝛾𝐹 (𝑔) : 𝐹𝑋𝑐 𝑓 → 𝐹𝑌𝑐 𝑓 is an isomorphism of ho(C ′), i.e. 𝐹𝑔 is a weak equivalence of C ′

(theorem 3.3.9(ii)), so by assumption 𝑔 is a weak equivalence of C , and hence [𝑔] is an
isomorphism of ho(C ), whence the claim.
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(iv) Dually, in the situation of remark 3.4.5(iii), if the restriction 𝐹𝑓 : C𝑓 → C ′ reflects
weak equivalences, then R𝐹 is conservative.

Remark 3.4.7. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝐹, 𝐹 ′ : C ⇒ D two functors
that send trivial cofibrations between cofibrant objects to isomorphisms of D , and 𝜇• :
𝐹 ⇒ 𝐹 ′ a natural transformation. Then, with the notation of §3.4.3, we claim that :

L𝜇𝑋 = 𝜇𝑋𝑐 ∀𝑋 ∈ Ob(C ).

Indeed, the proof of proposition 3.4.4(i) shows that L𝐹 (𝛽𝑋 ) = 1𝐹𝑋𝑐 for every 𝑋 ∈ Ob(C ),
and that L𝜇𝑋 is the unique morphism of D that makes commute the diagram :

𝐹𝑋𝑐
𝜇𝑋𝑐 // L𝐹 ′𝑋 = 𝐹 ′𝑋𝑐

𝐹 ′𝛽𝑋
��

𝐹𝑋𝑐
𝐹𝛽𝑋

//

L𝜇𝑋
44

𝐹𝑋
𝜇𝑋

// 𝐹 ′𝑋 .

This morphism is then clearly 𝜇𝑋𝑐 .
(ii) Dually, if both 𝐹 and 𝐹 ′ send trivial fibrations between fibrant objects to isomor-

phisms of D , then for every natural transformation 𝜇• : 𝐹 ⇒ 𝐹 ′ we have :

R𝜇𝑋 = 𝜇𝑋𝑓 ∀𝑋 ∈ Ob(C ).

(iii) Let also (C ′,W ′,F 𝑖𝑏′,C𝑜 𝑓 ′) be another model category, 𝐹, 𝐹 ′ : C ⇒ C ′ two
functors that send trivial cofibrations between cofibrant objects to weak equivalences,
and 𝜇• : 𝐹 ⇒ 𝐹 ′ a natural transformation. Then the total derived functors L𝐹,L𝐹 ′ :
ho(C ) ⇒ ho(C ′) are both well defined, and we may form the left derived transformation
of 𝛾 ′ ★ 𝜇•, that we denote

L𝜇• : L𝐹 ⇒ L𝐹 ′ such that (𝛾 ′ ★ 𝜇•) ◦ 𝑎𝐹• = 𝑎𝐹
′
• ◦ (L𝜇• ★𝛾)

and we call the total left derived transformation of 𝜇•. In light of (i), we see that :

L𝜇𝑋 = [(𝜇𝑋𝑐 )𝑐 𝑓 ] ∀𝑋 ∈ Ob(ho(C )) = Ob(C ).

(iv) Dually, if both 𝐹 and 𝐹 ′ send trivial fibrations between fibrant objects to weak
equivalences, then the total right derived functors R𝐹,R𝐹 ′ : ho(C ) ⇒ ho(C ′) are well
defined, and we may form the right derived transformation of 𝛾 ′★ 𝜇• that we denote also

R𝜇• : R𝐹 ⇒ R𝐹 ′ such that 𝑏𝐹
′
• ◦ (𝛾 ′ ★ 𝜇•) = (R𝜇• ★𝛾) ◦ 𝑏𝐹•

and we call the total right derived transformation of 𝜇•. In light of (iv) we get :

R𝜇𝑋 = [(𝜇𝑋𝑓 )𝑐 𝑓 ] ∀𝑋 ∈ Ob(ho(C )) = Ob(C ).

Remark 3.4.8. (i) Let C ,C ′,C ′′ be model categories, and C
𝐹−→ C ′

𝐹 ′−→ C ′′ two functors.
Suppose that 𝐹 preserves trivial cofibrations between cofibrant objects, and that 𝐹 ′ sends
trivial cofibrations between cofibrant objects to weak equivalences. Then the total derived
functors L𝐹 , L𝐹 ′ and L(𝐹 ′ ◦ 𝐹 ) are well defined, and there exists a canonical natural
transformation

𝜙𝐹,𝐹
′

• : L𝐹 ′ ◦ L𝐹 ⇒ L(𝐹 ′ ◦ 𝐹 ).
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Indeed, by definition we have (non-commutative!) squares :

C
𝐹 //

𝛾

��
DL

𝛼𝐹•

C ′
𝐹 ′ //

𝛾 ′

��
DL

𝛼𝐹
′
•

C ′′

𝛾 ′′

��
ho(C )

L𝐹
// ho(C ′)

L𝐹 ′
// ho(C ′′)

and we may then compose 𝛼𝐹• and 𝛼𝐹
′
• to get a natural transformation

𝛼𝐹,𝐹
′

• := (𝛼𝐹 ′• ★ 𝐹 ) ◦ (L𝐹 ′ ★ 𝛼𝐹• ) : L𝐹 ′ ◦ L𝐹 ◦ 𝛾 ⇒ 𝛾 ′′ ◦ 𝐹 ′ ◦ 𝐹 .

Then, 𝜙𝐹,𝐹
′

• is the unique natural transformation such that

𝛼𝐹
′◦𝐹
• ◦ (𝜙𝐹,𝐹 ′• ★𝛾) = 𝛼𝐹,𝐹 ′• .

(ii) Dually, if 𝐹 preserves trivial fibrations between fibrant objects, and if 𝐹 ′ sends trivial
fibrations between fibrant objects to weak equivalences, then there exists a canonical natural
transformation

𝜓 𝐹,𝐹
′

• : R(𝐹 ′ ◦ 𝐹 ) ⇒ R𝐹 ′ ◦ R𝐹

characterized by a corresponding uniqueness condition.

Proposition 3.4.9. Let C ,C ′,C ′′ be three model categories, and C
𝐹−→ C ′

𝐹 ′−→ C ′′ two
functors. The following holds :

(i) If 𝐹 preserves cofibrant objects, and both 𝐹 and 𝐹 ′ send trivial cofibrations between
cofibrant objects to weak equivalences, then the canonical natural transformation of remark
3.4.8(i) is an isomorphism

L𝐹 ′ ◦ L𝐹 ∼−→ L(𝐹 ′ ◦ 𝐹 ).

(ii) Dually, if 𝐹 preserves fibrant objects, and both 𝐹 and 𝐹 ′ send trivial fibrations between
fibrant objects to weak equivalences, the canonical natural transformation is an isomorphism

R(𝐹 ′ ◦ 𝐹 ) ∼−→ R𝐹 ′ ◦ R𝐹 .

Proof. Assertion (ii) follows from (i), by virtue of remark 3.4.2(i).

(i): Clearly the natural transformation𝜙𝐹,𝐹
′

• depends on the choices of left derived func-
tors for 𝐹, 𝐹 ′ and 𝐹 ′𝐹 , but it is easily seen that if replace a given set of choices by a different
one, the correponding canonical natural transformation is altered by composition with
some isomorphisms; hence, its categorical properties are intrinsic : in particular 𝜙𝐹,𝐹

′
• is

an isomorphism of functors for a given set of choices if and only if the same holds for the
canonical natural transformation corresponding to any other such set of choices. Hence,
we may suppose that the total derived functors L𝐹 , L𝐹 ′ and L(𝐹 ′ ◦ 𝐹 ) are calculated as
in §3.4.3, after fixing cofibrant replacements :

(𝛽𝑋 : 𝑋𝑐 → 𝑋 |𝑋 ∈ Ob(C )) and (𝛽 ′𝑌 : 𝑌𝑐 → 𝑌 |𝑌 ∈ Ob(C ′)) .

Recall also that we take 𝛽𝑋 = 1𝑋 if 𝑋 is cofibrant, and likewise for 𝛽 ′
𝑌
. Let moreover

𝛾 : C → ho(C ) 𝛾 ′ : C ′ → ho(C ′) 𝛾 ′′ : C ′′ → ho(C ′′)

be the respective localizations; then 𝛼𝐹
𝑋
= 𝛾 ′ (𝐹𝛽𝑋 ) : 𝐹 (𝑋𝑐 ) → 𝐹𝑋 for every 𝑋 ∈ Ob(C ),

and L𝐹 ′ (𝛼𝐹
𝑋
) = 𝛾 ′′𝐹 ′ ((𝐹𝛽𝑋 )𝑐 ) : 𝐹 ′𝐹 (𝑋𝑐 ) → 𝐹 ′ ((𝐹𝑋 )𝑐 ), where (𝐹𝛽𝑋 )𝑐 : (𝐹𝑋𝑐 )𝑐 → (𝐹𝑋 )𝑐
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makes commute the diagram :

(𝐹𝑋𝑐 )𝑐
(𝐹𝛽𝑋 )𝑐 //

𝛽 ′
𝐹 (𝑋𝑐 ) ��

(𝐹𝑋 )𝑐
𝛽 ′
𝐹𝑋
��

𝐹 (𝑋𝑐 )
𝐹𝛽𝑋 // 𝐹𝑋 .

Likewise, 𝛼𝐹 ′
𝐹𝑋

= 𝛾 ′′𝐹 ′𝛽 ′
𝐹𝑋

: L𝐹 ′ (𝐹𝑋 ) → 𝐹 ′𝐹𝑋 , with L𝐹 ′ (𝐹𝑋 ) = 𝐹 ′ ((𝐹𝑋 )𝑐 ), and 𝛼𝐹
′𝐹

𝑋
=

𝛾 ′′𝐹 ′𝐹 (𝛽𝑋 ) : 𝐹 ′𝐹 (𝑋𝑐 ) → 𝐹 ′𝐹𝑋 . Hence :

𝛼
𝐹,𝐹 ′

𝑋
= 𝛾 ′′𝐹 ′ (𝛽 ′𝐹𝑋 ◦ (𝐹𝛽𝑋 )𝑐 ) : (𝐹𝑋𝑐 )𝑐 → 𝐹𝑋 ∀𝑋 ∈ Ob(C )

and finally :

𝜙
𝐹,𝐹 ′

𝑋
= 𝛾 ′′𝐹 ′ (𝛽 ′

𝐹 (𝑋𝑐 ) ) : 𝐹
′ ((𝐹𝑋𝑐 )𝑐 ) → 𝐹 ′𝐹 (𝑋𝑐 ) ∀𝑋 ∈ Ob(C ).

However, under our assumptions, 𝐹 (𝑋𝑐 ) is a cofibrant object of C ′ for every 𝑋 ∈ Ob(C ),
hence 𝛽 ′

𝐹 (𝑋𝐶 ) = 1𝐹 (𝑋𝑐 ) , so 𝜙
𝐹,𝐹 ′
• is the identity automorphism of L𝐹 ′ ◦L𝐹 = L(𝐹 ′ ◦ 𝐹 ). □

Definition 3.4.10. (i) Let C and C ′ be two model categories. A Quillen adjunction is an
adjoint pair of functors

𝐹 : C ⇄ C ′ : 𝐺
(so 𝐹 is left adjoint to 𝐺) with 𝐹 preserving cofibrations and 𝐺 preserving fibrations.

(ii) A left (resp. right) Quillen functor is a functor 𝐹 (resp. 𝐺) admitting a right adjoint
𝐺 (resp. a left adjoint 𝐹 ), such that (𝐹,𝐺) is a Quillen adjunction.

Remark 3.4.11. (i) Let C and C ′ be two model categories, and (𝐹 : C ⇄ C ′ : 𝐺) a
Quillen adjunction. Endow the opposite categories C op and C ′op with the induced model
category structures provided by proposition 3.2.4(i); then it is clear that the induced pair
(𝐺op, 𝐹 op) is again a Quillen adjunction.

(ii) For every 𝑋 ∈ Ob(C ) and 𝑌 ∈ Ob(C ′) endow C /𝑋 , 𝑋/C , C ′/𝑌 and 𝑌/C ′ with
the induced model category structures of proposition 3.2.4(ii,iii); then, by the following
lemma 3.4.12(i), the Quillen adjunction (𝐹,𝐺) induces Quillen adjunctions :

𝐹/𝑌 : C /𝐺𝑌 ⇄ C ′/𝑌 : 𝐺/𝑌 𝑋/𝐹 : 𝑋/C ⇄ 𝐹𝑋/C ′ : 𝑋/𝐺
𝐹/𝑋 : C /𝑋 ⇄ C ′/𝐹𝑋 : 𝐺/𝑋 𝑌/𝐹 : 𝐺𝑌/C ⇄ 𝑌/C ′ : 𝑌/𝐺

given by the constructions of §1.4.8 and §1.4.10.

Lemma 3.4.12. (i) Let C and C ′ be two model categories, and (𝐹 : C ⇄ C ′ : 𝐺) an
adjoint pair of functors. The following conditions are equivalent :

(a) (𝐹,𝐺) is a Quillen adjunction.
(b) 𝐹 preserves cofibrations and trivial cofibrations.
(c) 𝐺 preserves fibrations and trivial fibrations.

(ii) In particular, for every Quillen adjunction (𝐹,𝐺), the functor 𝐹 admits a total left
derived functor, and 𝐺 admits a total right derived functor. Moreover :

𝐹 (C𝑐 ) ⊂ C ′𝑐 and 𝐺 (C ′
𝑓
) ⊂ C𝑓 .

(iii) Furthermore, if (𝐹,𝐺) is a Quillen adjunction, we have :
(a) 𝐹 preserves weak equivalences between cofibrant objects.
(b) 𝐺 preserves weak equivalences between fibrant objects.
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Proof. (i) follows by applying proposition 3.1.19 to the adjoint pair (𝐹,𝐺) and both weak
factorization systems (W ∩ C𝑜 𝑓 ,F 𝑖𝑏) and (C𝑜 𝑓 ,W ∩F 𝑖𝑏).

(ii): The first assertion is an immediate consequence of (i). For the stated inclusions,
it suffices to recall that 𝐹 preserves initial objects, and 𝐺 preserves final objects (see [13,
Rem.2.27(i,ii) and Prop.2.49]), and apply again (i).

(iii): Assertion (a) follows from (i,ii) and Ken Brown’s lemma (proposition 3.2.8); then
assertion (b) follows from (a), after passing to the induced model category structures
on the opposite categories (proposition 3.2.4(i)) and considering the Quillen adjunction
(𝐺op, 𝐹 op) of remark 3.4.11(i). □

Theorem 3.4.13. Let C and C ′ be two model categories; every Quillen adjunction (𝐹 :
C ⇄ C ′ : 𝐺) induces an adjoint pair of functors :

L𝐹 : ho(C ) ⇄ ho(C ′) : R𝐺.

Proof. To begin with, let us observe :

Claim 3.4.14. Let 𝑋 ∈Ob(C𝑐 ), 𝑌 ∈Ob(C ′𝑓 ); consider a cylinder and a cocylinder:

𝑋 ⊔ 𝑋
(𝜕0,𝜕1 )−−−−−→ 𝐼𝑋

𝜎−→ 𝑋 𝑌
𝑠−→ 𝑌 𝐼

(𝑑0,𝑑1 )−−−−−→ 𝑌 × 𝑌 .
Then the induced diagrams :

𝐹𝑋 ⊔ 𝐹𝑋
(𝐹𝜕0,𝐹 𝜕1 )−−−−−−−→ 𝐹 (𝐼𝑋 ) 𝐹𝜎−−→ 𝐹𝑋 𝐺𝑌

𝐺𝑠−−→ 𝐺 (𝑌 𝐼 )
(𝐺𝑑0,𝐺𝑑1 )−−−−−−−−→ 𝐺𝑌 ×𝐺𝑌

are again a cylinder for 𝐹𝑋 and a cocylinder for 𝐺𝑌 , respectively.
Proof : Evidently, (𝐹 𝜕0, 𝐹 𝜕1) := 𝐹 (𝜕0, 𝜕1), and likewise for (𝐺𝑑0,𝐺𝑑1), so the morphism
(𝐹 𝜕0, 𝐹 𝜕1) is a cofibration, and (𝐺𝑑0,𝐺𝑑1) is a fibration. Also, 𝐼𝑋 ∈ Ob(C𝑐 ) and 𝑌 𝐼 ∈
Ob(C ′

𝑓
) by remark 3.2.10(iii) and its dual; then, by Ken Brown’s lemma (proposition 3.2.8),

𝐹𝜎 and 𝐺𝑠 are weak equivalences, whence the claim. 3

Claim 3.4.15. The adjunction 𝜗 for (𝐹,𝐺) induces natural bijections :
[𝐹𝑋,𝑌 ] ∼−→ [𝑋,𝐺𝑌 ] ∀𝑋 ∈ Ob(C𝑐 ),∀𝑌 ∈ Ob(C ′𝑓 ).

Proof : Let 𝑓 , 𝑔 : 𝐹𝑋 ⇒ 𝑌 be two morphisms of C ′, and suppose that 𝑓 𝑟∼ 𝑔, so that we

have a cocylinder 𝑌
𝑠−→ 𝑌 𝐼

(𝑑0,𝑑1 )−−−−−→ 𝑌 ×𝑌 for 𝑌 and a morphism 𝑘 : 𝐹𝑋 → 𝑌 𝐼 with 𝑑0𝑘 = 𝑓

and 𝑑1𝑘 = 𝑔. By adjunction, there follows a commutative diagram :

𝐺𝑌

𝑋
𝜗 (𝑘 ) //

𝜗 (𝑓 ) ..

𝜗 (𝑔) 00

𝐺𝑌 𝐼
𝐺𝑑0

88

𝐺𝑑1

&&
𝐺𝑌

showing, in light of claim 3.4.14, that 𝜗 (𝑘) is a right homotopy from 𝜗 (𝑓 ) to 𝜗 (𝑔); espe-
cially, 𝜗 (𝑓 ) 𝑟∼ 𝜗 (𝑔). Likewise we check that for every 𝑓 ′, 𝑔′ ∈ C ′ (𝑋,𝐺𝑌 ) with 𝑓 ′ 𝑙∼ 𝑔′ we
have 𝜗−1 (𝑓 ′) 𝑙∼ 𝜗−1 (𝑔′), whence the claim, with lemmata 3.2.11(iii) and 3.4.12(ii). 3

Recall now that L𝐹 and R𝐺 are respectively the compositions :

ho(C )
(−)𝑐−−−→ ho(C𝑐 )

ho(𝛾 ′𝐹𝑐 )−−−−−−−→ ho(C ′) ho(C ′)
(−) 𝑓−−−−→ ho(C ′

𝑓
)

ho(𝛾𝐺𝑓 )−−−−−−→ ho(C )
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with 𝛾 : C→ho(C ), 𝛾 ′ : C ′→ho(C ′) the localizations, and 𝐹𝑐 : C𝑐→C ′, 𝐺 𝑓 : C ′
𝑓
→C

the restrictions of 𝐹 and 𝐺 . Hence, for every 𝑋 ∈ Ob(C ) and 𝑌 ∈ Ob(C ′) we have :
ho(C ′) (L𝐹𝑋,𝑌 ) = [(𝐹𝑋𝑐 )𝑓 , 𝑌𝑐 𝑓 ] ho(C ) (𝑋,R𝐺𝑌 ) = [𝑋𝑐 𝑓 , (𝐺𝑌𝑓 )𝑐 ] .

Let now (𝑋𝑐
𝛽𝑋−−→ 𝑋

𝛼𝑋−−→ 𝑋𝑓 |𝑋 ∈ Ob(C )) and (𝑌𝑐
𝛽 ′
𝑌−−→ 𝑌

𝛼 ′
𝑌−−→ 𝑌𝑓 |𝑌 ∈ Ob(C ′)) be our cho-

sen fibrant and cofibrant replacements (see §3.3.1); by proposition 3.2.14, the morphisms
𝛼 ′
𝐹𝑋𝑐

: 𝐹𝑋𝑐 → (𝐹𝑋𝑐 )𝑓 , 𝛽𝐺𝑌𝑓 : (𝐺𝑌𝑓 )𝑐 → 𝐺𝑌𝑓 and 𝛼𝑋𝑐 : 𝑋𝑐 → 𝑋𝑐 𝑓 induce bijections :

[(𝐹𝑋𝑐 )𝑓 , 𝑌𝑐 𝑓 ] ∼−→ [𝐹𝑋𝑐 , 𝑌𝑐 𝑓 ] [𝑋𝑐 𝑓 , (𝐺𝑌𝑓 )𝑐 ] ∼−→ [𝑋𝑐 , (𝐺𝑌𝑓 )𝑐 ] ∼−→ [𝑋𝑐 ,𝐺𝑌𝑓 ] .
Also, the morphism 𝛽 ′

𝑌𝑓
: 𝑌𝑓 𝑐 → 𝑌𝑓 and the morphism 𝜏𝑌 : 𝑌𝑐 𝑓 → 𝑌𝑓 𝑐 of remark 3.3.3(iii)

yield bijections :
[𝐹𝑋𝑐 , 𝑌𝑐 𝑓 ] ∼−→ [𝐹𝑋𝑐 , 𝑌𝑓 𝑐 ] ∼−→ [𝐹𝑋𝑐 , 𝑌𝑓 ] .

By combining these bijections with claim 3.4.15, we obtain bijections :

ho(C ′) (L𝐹𝑋,𝑌 ) ∼−→ ho(C ) (𝑋,R𝐺𝑌 ) ∀𝑋 ∈ Ob(C ),∀𝑌 ∈ Ob(C ′)
and it is easily checked that these bijections are natural in 𝑋 and 𝑌 . □

Remark 3.4.16. (i) The proof of theorem 3.4.13 associates with every given adjunction
𝜗•• for the pair (𝐹,𝐺) an explicit adjunction 𝜗∗•• for the derived pair (L𝐹,R𝐺); namely,
for given 𝜙 ∈ [(𝐹𝑋𝑐 )𝑓 , 𝑌𝑓 𝑐 ] and𝜓 ∈ [𝑋𝑐 𝑓 , (𝐺𝑌𝑓 )𝑐 ] we have :

𝜓 = 𝜗∗𝑋,𝑌 (𝜙) ⇔ 𝛽𝐺𝑌𝑓 ◦𝜓 ◦ 𝛼𝑋𝑐 = 𝜗𝑋𝑐 ,𝑌𝑓 (𝛽 ′𝑌𝑓 ◦ 𝜏𝑌 ◦ 𝜙 ◦ 𝛼
′
𝐹𝑋𝑐
).

where (𝑋𝑐
𝛽𝑋−−→ 𝑋

𝛼𝑋−−→ 𝑋𝑓 |𝑋 ∈ Ob(C )) and (𝑌𝑐
𝛽 ′
𝑌−−→ 𝑌

𝛼 ′
𝑌−−→ 𝑌𝑓 |𝑌 ∈ Ob(C ′)) are the

fibrant and cofibrant replacements, and (𝜏𝑌 : 𝑌𝑐 𝑓 → 𝑌𝑓 𝑐 |𝑌 ∈ Ob(C ′)) is the induced
system of weak equivalences, as in remark 3.3.3(iii).

(ii) The unit of𝜗∗•• is given by themorphism [𝜂∗
𝑋
] := 𝜗∗

𝑋,𝐹𝑋𝑐
(1𝐹𝑋𝑐 ) ∈ [𝑋𝑐 𝑓 ,𝐺 ((𝐹𝑋𝑐 )𝑓 )𝑐 ]

for every 𝑋 ∈ Ob(C ). Recall also that 𝛽 (𝐹𝑋𝑐 )𝑓 = 1(𝐹𝑋𝑐 )𝑓 and [𝜏𝐹𝑋𝑐 ] = [1𝐹𝑋𝑐 ] (remark
3.3.3(iv)); in light of (i), [𝜂∗

𝑋
] is therefore characterized as the homotopy class of any

morphism 𝜂∗
𝑋
that makes commute the following diagram of C :

𝑋𝑐
𝛼𝑋𝑐 //

𝜂𝑋𝑐
��

𝑋𝑐 𝑓

𝜂∗
𝑋��

𝐺𝐹𝑋𝑐
𝐺 (𝛼 ′

𝐹𝑋𝑐
)
// 𝐺 ((𝐹𝑋𝑐 )𝑓 ) 𝐺 ((𝐹𝑋𝑐 )𝑓 )𝑐

𝛽𝐺 ( (𝐹𝑋𝑐 ) 𝑓 )oo

where 𝜂𝑋𝑐 denotes the unit of 𝜗••.

Corollary 3.4.17. Let C and C ′ be two model categories, (𝐹 : C ⇄ C ′ : 𝐺) and (𝐹 ′ :
C ⇄ C ′ : 𝐺 ′) two Quillen adjunctions, and 𝜇• : 𝐹 ⇒ 𝐹 ′ a natural transformation. Then :

(L𝜇•)∨ = R𝜇∨• .

Proof. Here L𝜇• denotes the total left derived transformation of 𝜇•, and R𝜇∨• denotes
the total right derived transformation of the adjoint 𝜇∨• of 𝜇• (see §1.6.10 and remark
3.4.7(iii,iv)); likewise, (L𝜇•)∨ denotes the adjoint of L𝜇•. The construction of 𝜇∨• depends
on the choice of adjunctions 𝜗•• and 𝜗 ′•• for the pair (𝐹,𝐺) and respectively (𝐹 ′,𝐺 ′), and
similarly for the construction of (L𝜇•)∨; hence, the stated equality is meant to hold when
we fix such adjunctions 𝜗•• and 𝜗 ′••, and moreover we choose for the adjoint pairs (L𝐹,R𝐺)
and (L𝐹 ′,R𝐺 ′) the induced adjunctions 𝜗∗•• and respectively 𝜗 ′∗•• explicited in remark 3.4.16.
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However, even for arbitrarily chosen adjunctions, the stated equality will at least hold up
to composition with suitable isomorphisms of functors.

The sought equality comes down to the identities (see §1.6.10) :

𝜗∗𝑋,𝑌 (𝑓 ◦ L𝜇𝑋 ) = R𝜇∨𝑌 ◦ 𝜗 ′∗𝑋,𝑌 (𝑓 ) ∀(𝑋,𝑌 ) ∈ Ob(C × C ′),∀𝑓 ∈ ho(C ′) (𝐹 ′𝑋,𝑌 )
which in turn, by remarks 3.4.7(iii,iv) and 3.4.16, is equivalent to the identities :

𝛽𝐺𝑌𝑓 ◦ [(𝜇∨𝑌𝑓 )𝑐 ] ◦ 𝜗
′∗
𝑋,𝑌 (𝑓 ) ◦ 𝛼𝑋𝑐 = 𝜗𝑋𝑐 ,𝑌𝑓 (𝛽 ′𝑌𝑓 ◦ 𝜏𝑌 ◦ 𝑓 ◦ [(𝜇𝑋𝑐 )𝑓 ] ◦ 𝛼

′
𝐹𝑋𝑐
).

But notice that

𝛽𝐺𝑌𝑓 ◦ [(𝜇∨𝑌𝑓 )𝑐 ] = [𝜇
∨
𝑌𝑓
] ◦ 𝛽𝐺 ′𝑌𝑓 and 𝛽𝐺 ′𝑌𝑓 ◦𝜗 ′∗𝑋,𝑌 (𝑓 ) ◦𝛼𝑋𝑐 = 𝜗 ′𝑋𝑐 ,𝑌𝑓 (𝛽

′
𝑌𝑓
◦𝜏𝑌 ◦ 𝑓 ◦𝛼 ′𝐹 ′𝑋𝑐 ).

Hence, we are reduced to showing that :

[𝜇∨𝑌𝑓 ] ◦ 𝜗
′
𝑋𝑐 ,𝑌𝑓
(𝛽 ′𝑌𝑓 ◦ 𝜏𝑌 ◦ 𝑓 ◦ 𝛼

′
𝐹 ′𝑋𝑐
) = 𝜗𝑋𝑐 ,𝑌𝑓 (𝛽 ′𝑌𝑓 ◦ 𝜏𝑌 ◦ 𝑓 ◦ [(𝜇𝑋𝑐 )𝑓 ] ◦ 𝛼

′
𝐹𝑋𝑐
) .

But we have : [𝜇∨
𝑌𝑓
] ◦ 𝜗 ′

𝑋𝑐 ,𝑌𝑓
(𝛽 ′
𝑌𝑓
◦ 𝜏𝑌 ◦ 𝑓 ◦ 𝛼 ′𝐹 ′𝑋𝑐 ) = 𝜗𝑋𝑐 ,𝑌𝑓 (𝛽

′
𝑌𝑓
◦ 𝜏𝑌 ◦ 𝑓 ◦ 𝛼 ′𝐹 ′𝑋𝑐 ◦ 𝜇𝑋𝑐 ), and

on the other hand, [(𝜇𝑋𝑐 )𝑓 ] ◦ 𝛼 ′𝐹𝑋𝑐 = 𝛼
′
𝐹 ′𝑋𝑐
◦ 𝜇𝑋𝑐 , whence the sought equality. □

Corollary 3.4.18. Let C ,C ′,C ′′ be three model categories, and

𝐹 : C ⇄ C ′ : 𝐺 𝐹 ′ : C ′ ⇄ C ′′ : 𝐺 ′

two Quillen adjunctions. Then (𝐹 ′𝐹 : C ⇄ C ′′ : 𝐺𝐺 ′) is a Quillen adjunction, and we have
natural isomorphisms of functors :

L𝐹 ′ ◦ L𝐹 ∼−→ L(𝐹 ′ ◦ 𝐹 ) R(𝐺 ◦𝐺 ′) ∼−→ R𝐺 ◦ R𝐺 ′ .

Proof. The first assertion is obvious from the definitions (see [13, Exerc.2.17(i)]). Next,
we already know both 𝐹 and 𝐹 ′ preserve cofibrant objects, and both 𝐺 and 𝐺 ′ preserve
fibrant objects (lemma 3.4.12(ii)). Then the sought natural isomorphisms follow from
lemma 3.4.12 and proposition 3.4.9. □

Example 3.4.19. Let (C ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝑥 : 𝑋 → 𝑋 ′ a morphism of C ,
and endow 𝑋/C and 𝑋 ′/C with the model structures provided by proposition 3.2.4(iii).
According to remark 1.4.2(ii), the morphism 𝑥 induces an adjoint pair of functors

𝑥 ! : 𝑋/C ⇄ 𝑋 ′/C : 𝑥!
and obviously 𝑥! both preserves and reflects fibrations, cofibrations and weak equiva-
lences, so (𝑥 !, 𝑥!) is a Quillen adjunction (lemma 3.4.12(i)), and R𝑥! = ho(𝑥!) is conserva-
tive (example 3.4.6(i,iv)). Moreover, by example 3.3.4, any choice of fibrant replacements
𝛼• := (𝛼𝑌 : 𝑌 → 𝑌𝑓 |𝑌 ∈ Ob(C )) forC induces systems of fibrant replacements𝑋/𝛼• and
𝑋 ′/𝛼• for𝑋/C and respectively𝑋 ′/C ; with these choices, it is also clear that 𝑥! preserves
fibrant replacements. Let 𝜂• : 1𝑋/C ⇒ 𝑥!𝑥

! be the unit of the adjunction for (𝑥 !, 𝑥!); for
every (𝑌,𝑔 : 𝑋 → 𝑌 ) ∈ Ob(𝑋/C ), the object 𝑥! (𝑥 ! ((𝑌,𝑔)𝑐 )𝑓 ) = (𝑥!𝑥 ! ((𝑌,𝑔)𝑐 ))𝑓 is cofi-
brant in 𝑋/C , so remark 3.4.16(ii) characterizes the unit [𝜂∗(𝑌,𝑔) ] : (𝑌,𝑔) → R𝑥!L𝑥

! (𝑌,𝑔)
of the derived pair (L𝑥 !,R𝑥!) as the homotopy class of any morphism 𝜂∗(𝑌,𝑔) : (𝑌,𝑔)𝑐 𝑓 →
(𝑥!𝑥 ! ((𝑌,𝑔)𝑐 ))𝑓 making commute the diagram:

(𝑌,𝑔)𝑐
𝛼 (𝑌,𝑔) //

𝜂 (𝑌,𝑔)𝑐
��

(𝑌,𝑔)𝑐 𝑓
𝜂∗(𝑌,𝑔)��

𝑥!𝑥
! ((𝑌,𝑔)𝑐 )

𝛼
𝑥!𝑥 ! (𝑌,𝑔)𝑐 // (𝑥! (𝑥 ! ((𝑌,𝑔)𝑐 ))𝑓 .
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In other words, we have :

[𝜂∗(𝑌,𝑔) ] = [(𝜂 (𝑌,𝑔)𝑐 )𝑓 ] ∀(𝑌,𝑔) ∈ Ob(𝑋/C ).

3.5. Homotopy limits and homotopy colimits. Examples of useful derived functors
are provided by the total derived functor of basic categorical operations, such as limits
and colimits. Although we will not consider the general case here, we will need special
cases which can be dealt with elementarily.

3.5.1. Injective and projective model structures. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be amodel category,
and 𝐼 a small category; according to §1.3.2, since C is finitely complete and finitely co-
complete, the same holds for C 𝐼 . We let W 𝐼 (resp. F 𝑖𝑏𝐼 ) be the subclass of Mor(C 𝐼 )
consisting of all natural transformations 𝜙• : 𝐹• → 𝐺• such that 𝜙𝑖 ∈ W (resp. 𝜙𝑖 ∈ F 𝑖𝑏)
for every 𝑖 ∈ Ob(𝐼 ). Then, we also set : C𝑜 𝑓 𝐼 := 𝑙 (W 𝐼 ∩ F 𝑖𝑏𝐼 ) (notation of definition
3.1.1(iii)). In general, it is not clear whether the datum

(C 𝐼 ,W 𝐼 ,F 𝑖𝑏𝐼 ,C𝑜 𝑓 𝐼 )
is a model category, but when it is, we call it the projective model structure on C 𝐼 .
• Dually, the injective model structure will be the projective model structure on

C𝐼 := (C op)𝐼 op

when the latter is well defined (where C op is endowed with the opposite model structure
of proposition 3.2.4(i)). Hence, the weak equivalences (resp. the cofibrations) of the in-
jective model structure on C𝐼 are given by W𝐼 := (W 𝐼 )op (resp. by C𝑜 𝑓𝐼 , defined as the
class of all natural transformations 𝜙• : 𝐹• → 𝐺• between functors 𝐹,𝐺 : 𝐼 → C such
that 𝜙𝑖 ∈ C𝑜 𝑓 for every 𝑖 ∈ Ob(𝐼 )).

Remark 3.5.2. (i) In the situation of §3.5.1, since W𝐼 = (W 𝐼 )op, the natural isomorphism
(C 𝐼 )op ∼−→ C𝐼 (see §1.3) induces, by remark 1.11.5(iii), an isomorphism :

ho(C 𝐼 )op ∼−→ ho(C𝐼 ).

(ii) Let 𝐼 , 𝐽 be two small categories, and suppose that the projective model structures
on C 𝐼 and (C 𝐼 ) 𝐽 are well defined; notice that the natural isomorphism

(∗) (C 𝐼 ) 𝐽 ∼−→ C 𝐼× 𝐽

of §1.3.6 identifies (W 𝐼 ) 𝐽 and (F 𝑖𝑏𝐼 ) 𝐽 with W 𝐼× 𝐽 and respectively F 𝑖𝑏𝐼× 𝐽 . Hence, the
projective model structure on C 𝐼× 𝐽 is well defined, and is identified via (∗) with the
projective model structure on (C 𝐼 ) 𝐽 . Likewise, if the injective model structures on C𝐼
and (C𝐼 )𝐽 are well defined, the same holds for that of C𝐼× 𝐽 , and (∗) identifies it with the
injective model structure on (C𝐼 )𝐽 .

(iii) We will consider a few basic examples of small categories 𝐼 such that the projective
model structure exists for any model categoryC . E.g, if 𝐼 is a small discrete category, then
the projective model structure exists and coincides with the product of model categories
as in example 3.2.3(ii), i.e. the cofibrations are the natural transformations 𝜙• : 𝐹• → 𝐺•
such that 𝜙𝑖 ∈ C𝑜 𝑓 for every 𝑖 ∈ Ob(𝐼 ); the axioms are simply verified termwise. The
following three propositions exhibit some more examples.

Proposition 3.5.3. (i) Let [1] be the category attached to the ordered set {0, 1} (see remark
1.9.3(iii)); then, for every model category (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ), the projective and injective
model structures on C [1] and respectively C[1] are well defined.
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(ii) The cofibrant objects for the projective model structure on C [1] are the cofibrations
between cofibrant objects of C .

Proof. (i): Since [1]op is isomorphic to [1], it suffices to prove the existence of the projec-
tive model structure. To this aim, for any pair (𝑋0

𝑥−→𝑋1, 𝑌0
𝑦
−→𝑌1) of objects of C [1] and

any morphism 𝑓• : 𝑥 → 𝑦 in C [1] , i.e. any commutative square of C :

(†)
𝑋0

𝑓0 //

𝑥
��

𝑌0

𝑦

��
𝑋1

𝑓1 // 𝑌1

denote by (𝑓1, 𝑦) : 𝑋1 ⊔𝑋0 𝑌0 → 𝑌1 the induced morphism of C . We let I be the class of
all morphisms 𝑓• : 𝑥 → 𝑦 of C [1] such that 𝑓0, (𝑓1, 𝑦) ∈ C𝑜 𝑓 .

Claim 3.5.4. (i) (I ,W [1] ∩F 𝑖𝑏 [1]) is a weak factorization system for C [1] .
(ii) I = C𝑜 𝑓 [1] .
(iii) W [1] ∩ C𝑜 𝑓 [1] = I ′ := {𝑓• ∈ I | 𝑓0, (𝑓1, 𝑦) ∈ W } = 𝑙 (F 𝑖𝑏 [1]).

Proof : (i): Let 𝑔• : (𝐴0
𝑎−→ 𝐴1) → (𝐵0

𝑏−→ 𝐵1) be an element of W [1] ∩ F 𝑖𝑏 [1] ; a
commutative square in C [1] of the form :

(∗)
𝑥

ℎ• //

𝑓•
��

𝑎

𝑔•
��

𝑦
𝑘• // 𝑏

comes down to a commutative diagram of C of the form :

(D)

𝐴0
𝑔0 //

𝑎

��

𝐵0

𝑏

��

𝑋0
𝑓0 //

𝑥 ��

ℎ0
dd

𝑌0
𝑦
��

𝑘0
::

𝑋1
𝑓1 //

ℎ1

zz

𝑌1
𝑘1

$$
𝐴1

𝑔1 // 𝐵1

and a diagonal filler 𝑑• : 𝑦 → 𝑎 for diagram (∗) amounts to a pair of morphisms of C :

(𝑑𝑖 : 𝑌𝑖 → 𝐴𝑖 | 𝑖 = 0, 1) with 𝑎𝑑0 = 𝑑1𝑦 𝑑𝑖 𝑓𝑖 = ℎ𝑖 𝑔𝑖𝑑𝑖 = 𝑘𝑖 (𝑖 = 0, 1).

Now, if 𝑓0 ∈ C𝑜 𝑓 , then we may find a diagonal filler 𝑑0 : 𝑌0 → 𝐴0 for the commutative
square with sides 𝑓0, 𝑘0, 𝑔0, ℎ0; since 𝑎𝑑0 𝑓0 = 𝑎ℎ0 = ℎ1𝑥 , there follows a unique morphism

(ℎ1, 𝑎𝑑0) : 𝑋1 ⊔𝑋0 𝑌0 → 𝐴1 such that 𝑘1 ◦ (𝑓1, 𝑦) = 𝑔1 ◦ (ℎ1, 𝑎𝑑0) .

If (𝑓1, 𝑦) ∈ C𝑜 𝑓 as well, the commutative square with sides (ℎ1, 𝑎𝑑0), 𝑔1, 𝑘1, (𝑓1, 𝑦) admits
a diagonal filler 𝑑1 : 𝑌1 → 𝐴1, and it is easily seen that the resulting pair (𝑑0, 𝑑1) is the
sought diagonal filler 𝑑•, so 𝑓• ∈ C𝑜 𝑓 [1] . Next, since F 𝑖𝑏 and W are stable under retracts
(proposition 3.2.6), it is easily seen that the same holds for F 𝑖𝑏 [1] and W [1] ; to show that
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the same holds for I , consider (𝑎
𝑔•−→ 𝑏) ∈ I and a commutative diagram of C [1] :

𝑥 //

𝑓•
��

1𝑥
%%

𝑎

𝑔•
��

// 𝑥

𝑓•
��

𝑦 //

1𝑦

99𝑏 // 𝑦.

We deduce the commutative diagrams of C :

𝑋0 //

𝑓0
��

1𝑋0
''

𝐴0

𝑔0
��

// 𝑋0

𝑓0
��

𝑋1 ⊔𝑋0 𝑌0
//

1𝑋1⊔𝑋0𝑌0
++

(𝑓1,𝑦)
��

𝐴1 ⊔𝐴0 𝐵0
//

(𝑔1,𝑏 )
��

𝑋1 ⊔𝑋0 𝑌0

(𝑓1,𝑦)
��

𝑌0 //

1𝑌0

77𝐵0 // 𝑌0 𝑌1 //

1𝑌1

44𝐵1 // 𝑌1

where, by assumption, 𝑔0, (𝑔1, 𝑦) ∈ C𝑜 𝑓 , so 𝑓0, (𝑓1, 𝑦) ∈ C𝑜 𝑓 , by proposition 3.2.6.
It remains to check that every morphism (†) of C [1] factors as 𝑓• = 𝑝• ◦ 𝑖• with 𝑝• ∈

W [1] ∩ F 𝑖𝑏 [1] and 𝑖• ∈ I . To this aim, pick first a factorization of 𝑓0 : 𝑋0 → 𝑌0 as
a cofibration 𝑖0 : 𝑋0 → 𝑇0 followed by a trivial fibration 𝑝0 : 𝑇0 → 𝑌0; then form the
cocartesian square :

𝑋0
𝑖0 //

𝑥

��

𝑇0

𝑡 ′

��
𝑋1

𝑖′1 // 𝑇 ′1

and choose a factorization of the induced morphism (𝑓1, 𝑦𝑝0) : 𝑇 ′1 → 𝑌1 as a cofibration
𝑗 : 𝑇 ′1 → 𝑇1 followed by a trivial fibration 𝑝1 : 𝑇1 → 𝑌1. Set 𝑖1 := 𝑗𝑖′1 : 𝑋1 → 𝑇1 and
𝑡 := 𝑗𝑡 ′ : 𝑇0 → 𝑇1; then 𝑖• := (𝑖0, 𝑖1) : 𝑥 → 𝑡 lies in C𝑜 𝑓 [1] , 𝑝• := (𝑝0, 𝑝1) : 𝑡 → 𝑦 lies in
W [1] ∩F 𝑖𝑏 [1] , and 𝑓• = 𝑝• ◦ 𝑖•, as required.

(ii): This follows immediately from (i) and lemma 3.1.18(i).
(iii): Mutatis mutandis, the argument of (i) shows that (I ′,F 𝑖𝑏 [1]) is a weak fac-

torization system for C [1] , so I ′ = 𝑙 (F 𝑖𝑏 [1]), again by lemma 3.1.18(i); moreover, if
𝑓0 ∈ W ∩ C𝑜 𝑓 , then the induced morphism 𝑒 : 𝑋1 → 𝑋1 ⊔𝑋0 𝑌0 lies in W ∩ C𝑜 𝑓 as well
(proposition 3.1.9(v)), and in this case, since 𝑓1 = (𝑓1, 𝑦) ◦𝑒 , the 2-out-of-3 property implies
that 𝑓1 ∈ W if and only if (𝑓1, 𝑦) ∈ W , whence the assertion. 3

Claim 3.5.4 (and its proof) imply immediately (i).
(ii) follows straightforwardly from claim 3.5.4(ii). □

Proposition 3.5.5. (i) Let V be the full subcategory of [1] × [1] with
Ob(V) := {(0, 0), (0, 1), (1, 0)}.

Then, for every model category (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ), the projective model structure onC V and
the injective model structure on CVop are well defined.

(ii) The cofibrant objects of C V are the diagrams 𝑥• := (𝑋1
𝑥1←− 𝑋0

𝑥2−→ 𝑋2), where 𝑥1
and 𝑥2 are cofibrations between cofibrant objects of C .
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Proof. Again, it suffices to prove the existence of the projective model structure on C V.
Now, the inclusion [0] → [1] induces an obvious restriction functor

𝜌 : C [1] → C (𝑋0 → 𝑋1) ↦→ 𝑋0

and we have a cartesian diagram of categories :

C V
𝜋1 //

𝜋2
��

C [1]

𝜌

��
C [1]

𝜌 // C

where 𝜋𝑖 (𝑥•) := (𝑋0
𝑥𝑖−→ 𝑋𝑖 ) for every 𝑥• := (𝑋1

𝑥1←− 𝑋0
𝑥2−→ 𝑋2) ∈ Ob(C V) and 𝑖 = 1, 2.

With this notation, it is clear that :

W V = W [1] ×W W [1] and F 𝑖𝑏V = F 𝑖𝑏 [1] ×F𝑖𝑏 F 𝑖𝑏 [1] .

Claim 3.5.6. C𝑜 𝑓 V = C𝑜 𝑓 [1] ×C𝑜 𝑓 C𝑜 𝑓 [1] and W V ∩ C𝑜 𝑓 V = 𝑙 (F 𝑖𝑏V).

Proof : Set I := C𝑜 𝑓 [1] ×C𝑜 𝑓 C𝑜 𝑓 [1] . The proof of claim 3.5.4(i) shows that, in order to
construct a diagonal filler for a diagram (D) of C [1] with 𝑓• ∈ C𝑜 𝑓 [1] and 𝑔• ∈ W [1] ∩
F 𝑖𝑏 [1] , wemay first choose a diagonal filler𝑑0 for the diagram 𝜌 (D) obtained by applying
𝜌 termwise to (D); then, for every such choice 𝑑0 we find a diagonal filler 𝑑• for (D) with
𝜌 (𝑑•) = 𝑑0. This easily implies that I ⊂ C𝑜 𝑓 V. Likewise, the proof of proposition 3.5.3
shows that in order to factor a morphism 𝑓• of C [1] as a cofibration followed by a trivial
fibration, we may first choose such a factorization for 𝜌 (𝑓•), say 𝜌 (𝑓•) = 𝑔0 ◦ ℎ0; then
for every such choice we find a factorization 𝑓• = 𝑔• ◦ ℎ• as sought, with 𝜌 (𝑔•) = 𝑔0
and 𝜌 (ℎ•) = ℎ0. We deduce easily that every morphism of C V is the composition of
an element of I followed by an element of W V ∩ F 𝑖𝑏V. Moreover, W V ∩ F 𝑖𝑏V and
C𝑜 𝑓 [1] are stable under retracts (propositions 3.5.3(i) and 3.2.6), so the same holds for I ;
summing up, (I ,W V ∩F 𝑖𝑏V) is a weak factorization system for C V.

In light of claim 3.5.4(ii), a similar argument proves that (I ∩ W V,F 𝑖𝑏V) is also
a weak factorization system for C V, and then both identities of the claim follow from
lemma 3.1.9(i). 3

Assertion (i) follows straightforwardly from claim 3.5.6 and its proof, and (ii) follows
immediately from claim 3.5.6 and proposition 3.5.3(ii). □

Proposition 3.5.7. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝜆 > 0 an ordinal
such that C is 𝜇-cocomplete for every ordinal 𝜇 < 𝜆. Then the projective model structure on
C 𝜆 is well defined.

(ii) Dually, if C is 𝜇op-complete for every ordinal 𝜇 < 𝜆, then the injectivemodel structure
on C𝜆op is well defined.

(iii) A functor 𝑋• : 𝜆 → C is a cofibrant object of C 𝜆 ⇔ the induced morphism

𝐿𝑋𝑖 := lim
−→
𝑗<𝑖

𝑋 𝑗 → 𝑋𝑖

is a cofibration of C , for every 𝑖 ∈ 𝜆 (especially, every 𝑋𝑖 is cofibrant in C ).
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Proof. For every morphism 𝑓• : 𝑋• → 𝑌• and every 𝑖 ∈ 𝜆, let 𝐿𝑓𝑖 : 𝐿𝑋𝑖 → 𝐿𝑌𝑖 be the induced
morphism, so that we have a commutative diagram :

𝐿𝑋𝑖

𝑙𝑋
𝑖 //

𝐿
𝑓

𝑖 ��

𝑋𝑖

𝑓𝑖

��
𝐿𝑌𝑖

𝑙𝑌
𝑖 // 𝑌𝑖

and denote by (𝑓𝑖 , 𝑙𝑌𝑖 ) : 𝑋𝑖 ⊔𝐿𝑋𝑖 𝐿
𝑌
𝑖 → 𝑌𝑖 the induced morphism of C . We let I 𝜆 be the

class of all morphisms 𝑓• : 𝑋• → 𝑌• of C 𝜆 such that (𝑓𝑖 , 𝑙𝑌𝑖 ) ∈ C𝑜 𝑓 for every 𝑖 ∈ 𝜆. Also,
for every two ordinals 𝜈 < 𝜇 ≤ 𝜆 we consider the restriction functor

𝑟𝜇𝜈 : C 𝜇 → C 𝜈 𝑋• ↦→ (𝑋 𝑗 | 𝑗 < 𝜈).

Claim 3.5.8. (I 𝜆,W 𝜆 ∩F 𝑖𝑏𝜆) is a weak factorization system for C 𝜆 .
Proof : Let 𝑓• ∈ I 𝜆 , 𝑔• ∈ W 𝜆 ∩F 𝑖𝑏𝜆 , and consider a commutative square of C 𝜆 :

(D)
𝑋•

ℎ• //

𝑓•
��

𝐴•

𝑔•
��

𝑌•
𝑘• // 𝐵•.

Wewish to exhibit a family (𝑑𝜇• | 1 ≤ 𝜇 ≤ 𝜆) such that 𝑑
𝜇
• is a diagonal filler for 𝑟𝜆𝜇 (D) and

𝑟𝜇𝜈 (𝑑𝜇• ) = 𝑑𝜈• for every 1 ≤ 𝜈 ≤ 𝜇 ≤ 𝜆. We argue by transfinite induction on 𝜇 ≥ 1 : for
𝜇 = 1, we have C 1 = C , and we need a diagonal filler 𝑑1 : 𝑌0 → 𝐴0 for the commutative
square formed by ℎ0, 𝑔0, 𝑘0 and 𝑓0; but notice that 𝐿𝑋0 and 𝐿𝑌0 are both the colimits of
the empty family, so 𝐿𝑋0 = 𝐿𝑌0 = ∅, and therefore (𝑓0, 𝑙𝑌0 ) = 𝑓0, so 𝑓0 ∈ C𝑜 𝑓 , and since
𝑔0 ∈ W ∩F 𝑖𝑏, such a 𝑑1 can indeed be found.
• Next, let 𝜇 ≤ 𝜆 be a limit ordinal, and suppose that 𝑑𝜈• has already been defined for

every 𝜈 < 𝜇; we then get the sought diagonal filler 𝑑𝜇• by setting 𝑑
𝜇

𝑖
:= 𝑑𝑖+1𝑖 for every 𝑖 ∈ 𝜇.

• Lastly, suppose that 𝜆 > 𝜇 ≥ 1, and that𝑑𝜇• has already been exhibited. There follows
a commutative diagram :

(D𝜇)

𝐿𝐴𝜇
𝐿
𝑔
𝜇 //

𝑙𝐴𝜇

��

𝐿𝐵𝜇

𝑙𝐵𝜇

��

𝐿𝑋𝜇
𝐿
𝑓
𝜇 //

𝑙𝑋𝜇 ��

𝐿ℎ𝜇

bb

𝐿𝑌𝜇

𝑙𝑌𝜇��

𝐿𝑘𝜇

<<

𝑋𝜇
𝑓𝜇 //

ℎ𝜇

{{

𝑌𝜇
𝑘𝜇

##
𝐴𝜇

𝑔𝜇 // 𝐵𝜇

and the morphism 𝑑
𝜇
• : 𝑟𝜆𝜇 (𝑌•) → 𝑟𝜆𝜇 (𝐴•) induces a diagonal filler 𝐿𝑑𝜇 : 𝐿𝑌𝜇 → 𝐿𝐴𝜇 for the

square with sides 𝐿𝑓𝜇 , 𝐿𝑘𝜇 , 𝐿
𝑔
𝜇 and 𝐿ℎ𝜇 . However, (D𝜇) can be regarded as a commutative

square of C [1] , and arguing as in the proof of claim 3.5.4(i), we see that the condition
(𝑓𝜇, 𝑙𝑌𝜇 ) ∈ C𝑜 𝑓 enables us to find a morphism 𝑑 : 𝑌𝜇 → 𝐴𝜇 such that the pair (𝐿𝑑𝜇 , 𝑑)
defines a diagonal filler for the commutative square (D𝜇) of C [1] . We may then define
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𝑑
𝜇+1
• by setting 𝑑𝜇+1

𝑖
:= 𝑑𝜇

𝑖
for every 𝑖 < 𝜇 and 𝑑𝜇+1𝜇 := 𝑑 . This concludes the construction

of the sequence (𝑑𝜇• | 1 ≤ 𝜇 ≤ 𝜆), and shows that 𝑓• ∈ C𝑜 𝑓 V.
• Next, clearly W 𝜆 ∩F 𝑖𝑏𝜆 is stable under retracts; to show that the same holds for

I 𝜆 , we argue as in the proof of claim 3.5.4(i) : consider a commutative diagram of C 𝜆 :

𝑋• //

𝑓•
��

1𝑋•
''

𝐴•

𝑔•
��

// 𝑋•

𝑓•
��

𝑌• //

1𝑌•

77𝐵• // 𝑌•

with 𝑔• ∈ I 𝜆 . We deduce for every 𝑖 ∈ 𝜆 a commutative diagram :

𝑋𝑖 ⊔𝐿𝑋
𝑖
𝐿𝑌𝑖

//

1
++

(𝑓𝑖 ,𝑙𝑌𝑖 ) ��

𝐿𝐴𝑖 ⊔𝐿𝐴𝑖 𝐿
𝐵
𝑖

//

(𝑔𝑖 ,𝑙𝐵𝑖 )��

𝑋𝑖 ⊔𝐿𝑋
𝑖
𝐿𝑌𝑖

(𝑓𝑖 ,𝑙𝑌𝑖 )��
𝑌𝑖 //

1

44𝐵𝑖 // 𝑌𝑖

where, by assumption, (𝑔𝑖 , 𝑙𝐵𝑖 ) ∈ C𝑜 𝑓 , so that (𝑓𝑖 , 𝑙𝑌𝑖 ) ∈ C𝑜 𝑓 aswell, sinceC𝑜 𝑓 is saturated.
• Lastly, let us check that every morphism 𝑓• : 𝑋• → 𝑌• of C 𝜆 factors as 𝑓• = ℎ• ◦ 𝑔•,

with 𝑔• ∈ I and ℎ• ∈ W 𝜆 ∩F 𝑖𝑏𝜆 . To this aim, we exhibit, by transfinite induction, a
family (𝑔𝜇• , ℎ

𝜇
• | 1 ≤ 𝜇 ≤ 𝜆) with :

(𝑟𝜆𝜇 (𝑋•)
𝑔
𝜇
•−−→ 𝑇

𝜇
• ) ∈ I 𝜇 (𝑇 𝜇•

ℎ
𝜇
•−−→ 𝑟𝜆𝜇 (𝑌•)) ∈ W 𝜇 ∩F 𝑖𝑏𝜇 ∀𝜇 ≤ 𝜆

and ℎ𝜇• ◦ 𝑔
𝜇
• = 𝑟𝜆𝜇 (𝑓•), and such that moreover 𝑟𝜇𝜈 (𝑔𝜇• ) = 𝑔𝜈• for every 1 ≤ 𝜈 ≤ 𝜇.

• For 𝜇 = 1, the datum (𝑔1•, ℎ1•) is just a factorization 𝑓0 = ℎ0 ◦ 𝑔0 with 𝑔0 ∈ C𝑜 𝑓 and
ℎ0 ∈ W ∩F 𝑖𝑏. Next, if 𝜇 ≤ 𝜆 is a limit ordinal, and if (𝑔𝜈• , ℎ𝜈• ) has already been exhibited
for every 𝜈 < 𝜇, we get (𝑔𝜇• , ℎ

𝜇
•) by setting 𝑔𝜇

𝑖
:= 𝑔𝑖+1𝑖 and ℎ𝜇

𝑖
:= ℎ𝑖+1𝑖 for every 𝑖 ∈ 𝜇.

• Lastly, let 𝜆 > 𝜇 ≥ 1, and suppose that the factorization (𝑔𝜇• , ℎ
𝜇
•) has already been

given; we deduce a commutative diagram :

𝐿𝑋𝜇
𝐿
𝑔
𝜇 //

𝑙𝑋𝜇
��

𝐿𝑇𝜇

𝐿ℎ𝜇 //

𝑒𝑇𝜇
��

𝐿𝑌𝜇

𝑙𝑌𝜇
��

𝑋𝜇
𝑒𝑋𝜇 // 𝑇 ′𝜇

(𝑓𝜇 ,𝑙𝑌𝜇 𝐿ℎ𝜇 ) // 𝑌𝜇

whose left square subdiagram is cocartesian. Let us then pick a factorization

(𝑓𝜇, 𝑙𝑌𝜇 𝐿ℎ𝜇 ) = ℎ𝜇 ◦ 𝑖𝜇 with (𝑖𝜇 : 𝑇 ′𝜇 → 𝑇𝜇) ∈ C𝑜 𝑓 and (ℎ𝜇 : 𝑇𝜇 → 𝑌𝜇) ∈ W ∩F 𝑖𝑏.

The required factorization (𝑔𝜇+1• , ℎ
𝜇+1
• ) is given by 𝑔𝜇+1

𝑖
:= 𝑔𝜇

𝑖
, ℎ𝜇+1
𝑖

:= ℎ𝜇
𝑖
for every 𝑖 < 𝜇,

and 𝑔𝜇+1𝜇 := 𝑖𝜇 ◦ 𝑒𝑋𝜇 : 𝑋𝜇 → 𝑇𝜇 , ℎ
𝜇+1
𝜇 := ℎ𝜇 . 3

Claim 3.5.9. (i) W 𝜆 ∩I 𝜆 = J 𝜆 := {(𝑓• : 𝑋• → 𝑌•) ∈ I 𝜆 | (𝑓𝑖 , 𝑙𝑌𝑖 ) ∈ W ∩ C𝑜 𝑓 ∀𝑖 ∈ 𝜆}.
(ii) (J 𝜆,F 𝑖𝑏𝜆) is a weak factorization system for C 𝜆 .

Proof : The proof of (ii) is, mutatis mutandis, the same as that of claim 3.5.8.
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(i): Let (𝑓• : 𝑋• → 𝑌•) ∈J 𝜆 , and for every 𝜈 < 𝜇 < 𝜆, set 𝑀𝜇
𝜈 := 𝐿𝑋𝜇 ⊔𝑋𝜈 𝑌𝜈 ; then, for

every 𝜈 ≤ 𝜌 < 𝜇 we have an induced morphism :

𝑡𝜈𝜌 := (1𝐿𝑋𝜇 , 𝑌𝜈𝜌 ) : 𝑀
𝜇
𝜈 → 𝑀

𝜇
𝜌

where 𝑌𝜈𝜌 : 𝑌𝜈 → 𝑌𝜌 denotes the transition morphism for the functor 𝑌•. Clearly the
system (𝑀𝜇

𝜈 , 𝑡𝜈𝜌 | 𝜈 ≤ 𝜌 < 𝜇) defines a functor𝑀𝜇
• : 𝜇 → C . Notice also that :

lim
−→
𝜈<𝜌

𝑀
𝜇
𝜈 = 𝐿𝑋𝜇 ⊔𝐿𝑋𝜌 𝐿

𝑌
𝜌 ∀𝜌 < 𝜇 and lim

−→
𝜈<𝜇

𝑀
𝜇
𝜈 = 𝐿𝑌𝜇 .

Moreover, it is easily seen that the natural commutative square :

𝑋𝜌 ⊔𝐿𝑋𝜌 𝐿
𝑌
𝜌

(𝑓𝜌 ,𝑙𝑌𝜌 ) //

��

𝑌𝜌

��
𝐿𝑋𝜇 ⊔𝐿𝑋𝜌 𝐿

𝑌
𝜌

// 𝐿𝑋𝜇 ⊔𝑋𝜌 𝑌𝜌

is cocartesian for every 𝜌 < 𝜇. So, for every 𝜌 < 𝜇 the induced morphism :

lim
−→
𝜈<𝜌

𝑀
𝜇
𝜈 → 𝑀

𝜇
𝜌

lies in W ∩ C𝑜 𝑓 (proposition 3.1.9(v)), in other words, 𝑀𝜇
• is a (𝜇,W ∩ C𝑜 𝑓 )-sequence,

and since W ∩ C𝑜 𝑓 is saturated, we conclude that the induced morphism :

(∗) 𝐿𝑋𝜇 ⊔𝑋0 𝑌0 → 𝐿𝑌𝜇

lies in W ∩ C𝑜 𝑓 as well. Furthermore, we have a cocartesian diagram :

𝑋0
𝑓0 //

��

𝑌0

��
𝐿𝑋𝜇

// 𝐿𝑋𝜇 ⊔𝑋0 𝑌0

and 𝑓0 ∈ W ∩ C𝑜 𝑓 , so by the same token, the induced morphism 𝐿𝑋𝜇 → 𝐿𝑋𝜇 ⊔𝑋0 𝑌0 lies
also in W ∩ C𝑜 𝑓 ; therefore, the same holds for its composition with (∗) :

𝐿
𝑓
𝜇 : 𝐿𝑋𝜇 → 𝐿𝑌𝜇 ∀𝜇 < 𝜆

and finally, also for the composition :

𝑓𝜇 : 𝑋𝜇
𝑋𝜇⊔𝐿𝑋𝜇 𝐿

𝑓
𝜇

−−−−−−−→ 𝑋𝜇 ⊔𝐿𝑋𝜇 𝐿
𝑌
𝜇

(𝑓𝜇 ,𝑙𝑌𝜇 )−−−−−→ 𝑌𝜇 ∀𝜇 < 𝜆.

Hence : J 𝜆 ⊂ W 𝜆∩I 𝜆 . To show the converse inclusion, let (𝑔• : 𝑋• → 𝑌•) ∈ W 𝜆∩I 𝜆 ;
by (ii), we find (𝑖• : 𝑋• → 𝑍•) ∈ J 𝜆 and (𝑝• : 𝑍• → 𝑌•) ∈ F 𝑖𝑏𝜆 with 𝑔• = 𝑝• ◦ 𝑖•, and
notice that 𝑝• ∈ W 𝜆 , by the 2-out-of-3 property of W . Then the commutative square :

𝑋•
𝑖• //

𝑔•
��

𝑍•

𝑝•
��

𝑌• 𝑌•
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admits a diagonal filler 𝑑• : 𝑌• → 𝑍•, by virtue of claim 3.5.8. Hence, the following
commutative diagram exhibits 𝑔• as a retract of 𝑖• :

𝑋•

𝑔•
��

𝑋•

𝑖•
��

𝑋•

𝑔•
��

𝑌•
𝑑• // 𝑍•

𝑝• // 𝑌•

so 𝑔• ∈J 𝜆 by (ii), proposition 3.1.9(v) and lemma 3.1.18(i). 3

Assertions (i) and (ii) follow by combining claims 3.5.8 and 3.5.9.
(iii): The stated characterization of cofibrant objects of C 𝜆 follows by direct inspection

of the description of C𝑜 𝑓 𝜆 provided in the proof of (i). Lastly, notice that this characteri-
zation amounts to saying that 𝑋• is cofibrant if and only if it is a (𝜆,C𝑜 𝑓 )-sequence; then
𝑟𝜆𝜇 (𝑋•) is a (𝜇,C𝑜 𝑓 )-sequence for every 𝜇 ≤ 𝜆, and since C𝑜 𝑓 is saturated, the induced
morphism 𝑋0 → 𝐿𝑋𝜇 must be a cofibration for every 1 ≤ 𝜇 ≤ 𝜆, and moreover 𝑋0 is cofi-
brant, since 𝐿𝑋0 = ∅. Then also the composition ∅ → 𝑋0 → 𝐿𝑋𝜇 → 𝑋𝜇 is a cofibration,
i.e. 𝑋𝜇 is cofibrant for every 𝜇 < 𝜆. □

3.5.10. Derived limits and derived colimits. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category,
𝐼 a small category, and suppose that C is 𝐼 -cocomplete, and that the projective model
structure on C 𝐼 is well defined. Recall that we have an adjoint pair of functors :

(∗) lim
−→
𝐼

: C 𝐼 ⇄ C : c𝐼

where c𝐼 denotes the functor that assigns to every 𝑋 ∈ Ob(C ) the constant functor 𝑐𝑋 :
𝐼 → C of value 𝑋 (see [13, Rem.2.58(i)]). Under the stated assumptions, it is clear that c𝐼
preserves fibrations and trivial fibrations, so (∗) is a Quillen adjunction, by lemma 3.4.12.
Moreover, c𝐼 preserves weak equivalences, so ho(c𝐼 ) : ho(C ) → ho(C 𝐼 ) is both a left
and right total derived functor of c𝐼 , according to example 3.4.6(i), and combining with
theorem 3.4.13, we get an adjunction :

L lim
−→
𝐼

: ho(C 𝐼 ) ⇄ ho(C ) : ho(c𝐼 ).

• Dually, if C is 𝐼 -complete, and if the injective model structure is well defined on C𝐼 ,
then, by remark 3.4.2(i), we get an adjunction :

ho(c𝐼 ) : ho(C ) ⇄ ho(C𝐼 ) : R lim←−
𝐼

.

Proposition 3.5.11. In the situation of §3.5.10, let 𝑓• : 𝑋• → 𝑌• be a morphism of cofibrant
objects of C 𝐼 such that 𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖 is a weak equivalence of C , for every 𝑖 ∈ Ob(𝐼 ). Then
𝑓• induces a weak equivalence of C :

lim
−→
𝐼

𝑓• : lim−→
𝐼

𝑋• → lim
−→
𝐼

𝑌•.

Proof. The image of 𝑓• in ho(C 𝐼 ) is an isomorphism, so

L lim
−→
𝐼

𝑓• : L lim−→
𝐼

𝑋• → L lim−→
𝐼

𝑌•

is an isomorphism as well. But since 𝑋• and 𝑌• are cofibrant objects of C 𝐼 , the explicit
construction of the left derived functor in §3.4.3 shows that L lim

−→𝐼
𝑋• and L lim−→𝐼 𝑌• are



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 168

represented by lim
−→𝐼

𝑋• and lim
−→𝐼

𝑌•, andL lim−→𝐼 𝑓• is represented by lim
−→𝐼

𝑓•. Then the assertion
follows from theorem 3.3.9(ii). □

Corollary 3.5.12. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and 𝐼 a set, regarded as
a discrete category. Suppose that C is 𝐼 -cocomplete; then, every family (𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖 | 𝑖 ∈ 𝐼 )
of weak equivalences between cofibrant objects of C induces a weak equivalence :⊔

𝑖∈𝐼
𝑓𝑖 :

⊔
𝑖∈𝐼

𝑋𝑖 →
⊔
𝑖∈𝐼

𝑌𝑖 .

(ii) Consider also the following commutative diagram of C , whose horizontal arrows are
cofibrations between cofibrant objects :

𝑋 ′

𝑓 ′

��

𝑋
𝑥 ′oo 𝑥 ′′ //

𝑓

��

𝑋 ′′

𝑓 ′′

��
𝑌 ′ 𝑌

𝑦′oo 𝑦′′ // 𝑌 ′′ .

Then, if 𝑓 , 𝑓 ′ and 𝑓 ′′ are weak equivalences, the same holds for the induced morphism :

𝑋 ′ ⊔𝑋 𝑋 ′′ → 𝑌 ′ ⊔𝑌 𝑌 ′′ .

(iii) Let 𝜆 be an ordinal, and suppose that C is 𝜇-cocomplete, for every ordinal 𝜇 ≤ 𝜆. Let
furthermore 𝑓• : 𝑋• → 𝑌• be a morphism of C 𝜆 and suppose that 𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖 is a weak
equivalence, and the natural morphisms of C :

lim
−→
𝑗<𝑖

𝑋 𝑗 → 𝑋𝑖 lim
−→
𝑗<𝑖

𝑌𝑗 → 𝑌𝑖

are cofibrations, for every 𝑖 ∈ 𝜆. Then 𝑓• induces a weak equivalence :

lim
−→
𝑖<𝜆

𝑓𝑖 : lim−→
𝑖<𝜆

𝑋𝑖 → lim
−→
𝑖<𝜆

𝑌𝑖 .

Proof. For (i), we have observed that the projective structure onC 𝐼 is trivially well defined
(remark 3.5.2(iii)), whence the assertion, in light of proposition 3.5.11. For (ii) and (iii) one
argues likewise, with propositions 3.5.5 and 3.5.7 respectively. □

The reader can spell out the duals of proposition 3.5.11 and its corollaries, concerning
limits of systems of weak equivalences between fibrant objects of an 𝐼 -complete model
category C . In case 𝜆 = 𝜔 , the smallest infinite ordinal, part (iii) of corollary 3.5.12 can
be stated more explicitly as follows :

Corollary 3.5.13. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and suppose that C is 𝜔-
cocomplete. Consider the following commutative diagram of C :

𝑋0 //

��

𝑋1 //

��

· · · // 𝑋𝑛 //

��

𝑋𝑛+1 //

��

· · ·

𝑌0 // 𝑌1 // · · · // 𝑌𝑛 // 𝑌𝑛+1 // · · ·

whose horizontal arrows are cofibrations between cofibrant objects of C . Then, if all the
vertical arrows are weak equivalences, the same holds for the induced morphism:

lim
−→
𝑛∈N

𝑋𝑛 → lim
−→
𝑛∈N

𝑌𝑛 .

Proof. It is a special case of corollary 3.5.12(iii). □
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Definition 3.5.14. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, 𝐼 a small category;
suppose that C is 𝐼 -cocomplete, and that the projective model structure on C 𝐼 is well
defined. Let 𝑋 ∈ Ob(C ), 𝐹 ∈ Ob(C 𝐼 ), and 𝜏• : 𝐹 ⇒ 𝑐𝑋 a co-cone with vertex 𝑋 and base
𝐹 . We say that 𝜏• is homotopically universal, if the induced morphism :

L lim
−→
𝐼

𝐹 → lim
−→
𝐼

𝐹 → 𝑋

is an isomorphism of ho(C ). In this case, we also call 𝑋 a homotopy colimit of 𝐹 .
(ii) Dually, suppose that C is 𝐼 -complete, and that the injective model structure is well

defined on C𝐼 , and let 𝑋 ∈ Ob(C ), 𝐹 ∈ Ob(C𝐼 ), and 𝜏• : 𝑐𝑋 ⇒ 𝐹 a given cone. We say
that 𝜏• is homotopically universal, if the induced morphism :

𝑋 → lim
←−
𝐼

𝐹 → R lim
←−
𝐼

𝐹

is an isomorphism of ho(C𝐼 ). In this case, we say that 𝑋 is a homotopy limit of 𝐹 .

Remark 3.5.15. (i) Keep the assumptions of definition 3.5.14(i). From the construction of
derived functors, we see that the following conditions are equivalent :

(a) the co-cone 𝜏• : 𝐹 ⇒ 𝑐𝑋 is homotopically universal
(b) there exist a cofibrant object 𝐹 ′ of C 𝐼 with a weak equivalence 𝑓• : 𝐹 ′ → 𝐹 , such

that 𝜏• ◦ 𝑓• : 𝐹 ′ → 𝑋 induces a weak equivalence lim
−→𝐼

𝐹 ′ → 𝑋

(c) for every cofibrant object 𝐹 ′ of C 𝐼 with a weak equivalence 𝑓• : 𝐹 ′ → 𝐹 , the
co-cone 𝜏• ◦ 𝑓• : 𝐹 ′ → 𝑋 induces a weak equivalence lim

−→𝐼
𝐹 ′ → 𝑋 .

(ii) Dually, in the situation of definition 3.5.14(ii), the following are equivalent :
(a) the cone 𝜏• : 𝑐𝑋 ⇒ 𝐹 is homotopically universal
(b) there exists a fibrant object 𝐹 ′ of C𝐼 with a weak equivalence 𝑓• : 𝐹 → 𝐹 ′, such

that the cone 𝑓• ◦ 𝜏• : 𝑐𝑋 ⇒ 𝐹 ′ induces a weak equivalence 𝑋 → lim
𝐼←−

𝐹 ′

(c) for every fibrant object 𝐹 ′ of C𝐼 with a weak equivalence 𝑓• : 𝐹 → 𝐹 ′, the cone
𝑓• ◦ 𝜏• : 𝑐𝑋 ⇒ 𝐹 ′ induces a weak equivalence 𝑋 → lim

𝐼←−
𝐹 ′.

(iii) Especially, if a functor 𝐹 : 𝐼 → C is cofibrant for the projective model structure
on C 𝐼 , then every universal co-cone 𝐹 ⇒ 𝑐𝑋 is also homotopically universal, and the
colimit of 𝐹 in C also represents the homotopy colimit of 𝐹 . Dually, if 𝐹 is fibrant for the
injective model structure on C𝐼 , then every universal cone 𝑐𝑋 ⇒ 𝐹 is also homotopically
universal, and the limit of 𝐹 in C also represents the homotopy limit of 𝐹 .
(iv) Let 𝐹, 𝐹 ′ : 𝐼 ⇒ C be two functors, 𝜏• : 𝐹 ⇒ 𝑐𝑋 and 𝜏 ′• : 𝐹 ′ ⇒ 𝑐𝑋 ′ two co-cones,
𝑓 : 𝑋 → 𝑋 ′ a weak equivalence of C , and 𝜇• : 𝐹 ⇒ 𝐹 ′ a weak equivalence of C 𝐼 (i.e.
𝜇𝑖 : 𝐹𝑖 → 𝐹 ′𝑖 is a weak equivalence of C , for every 𝑖 ∈ Ob(𝐼 )), and suppose that

(∗) 𝑐 𝑓 ◦ 𝜏• = 𝜏 ′• ◦ 𝜇•.
Then 𝜏• is homotopically universal if and only if the same holds for 𝜏 ′•. Indeed, from (∗)
we get a commutative diagram of ho(C ) :

Llim−→
𝐼

𝐹
𝜇 //

𝛼
��

Llim−→
𝐼

𝐹 ′

𝛼 ′
��

𝑋
𝑓 // 𝑋 ′

with 𝜇 := L lim−→
𝐼

𝜇•.
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By assumption, both 𝜇 and 𝑓 are isomorphisms in ho(C ), so 𝛼 is an isomorphism if and
only if the same holds for 𝛼 ′, which is the claim.
(v) Dually, if 𝜏• : 𝑐𝑋 ⇒ 𝐹 and 𝜏 ′• : 𝑐𝑋 ′ ⇒ 𝐹 ′ are two cones, 𝑓 : 𝑋 → 𝑋 ′ is a weak

equivalence of C , and 𝜇• : 𝐹 ⇒ 𝐹 ′ is a weak equivalence of C𝐼 such that 𝜇• ◦ 𝜏• = 𝜏 ′• ◦ 𝑐 𝑓 ,
then 𝜏• is homotopically universal if and only if the same holds for 𝜏 ′•.

3.6. Homotopy push-outs and homotopy pull-backs.

Definition 3.6.1. (i) Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and consider a commu-
tative square of C :

(D)
𝑋

𝑥 //

𝑓

��

𝑋 ′

𝑓 ′

��
𝑌

𝑦 // 𝑌 ′ .

Then the pair (𝑥, 𝑓 ) defines a functor 𝐹 : V → C , where V is the finite category as in
proposition 3.5.5, and the pair (𝑦, 𝑓 ′) can be regarded as a co-cone 𝜏• : 𝐹 ⇒ 𝑐𝑌 ′ . We then
say that (D) is homotopy cocartesian, if 𝜏• is homotopically universal, and in this case we
also say that 𝑌 ′ is the homotopy push-out of (𝑥, 𝑓 ).

(ii) Dually, the pair (𝑦, 𝑓 ′) defines a functor 𝐺 : Vop → C , and (𝑥, 𝑓 ) can be regarded
as a cone 𝜂• : 𝑐𝑋 ⇒ 𝐺 . We then say that (D) is homotopy cartesian, if 𝜂• is homotopically
universal, and in this case we also say that 𝑋 is the homotopy pull-back of (𝑦, 𝑓 ′).

Example 3.6.2. (i) Any cocartesian diagram (D) as in definition 3.6.1, in which all mor-
phisms are cofibrations between cofibrant objects of C, is homotopy cocartesian.

(ii) Dually, any cartesian diagram (D), in which all morphisms are fibrations between
fibrant objects of C , is homotopy cartesian.
(iii) Set □ := [1] × [1], where [1] := {0, 1} endowed with its standard total order. By

remark 3.5.2(ii) and proposition 3.5.3(i), the projective model structure on C□ and the
injective model structure on C□ are both well-defined, and (D) defines both an object of
C□ and an object of C□. By inspecting the definitions, and in light of remark 3.5.15(i),
we see that (D) is homotopy cocartesian ⇔ there exists a cocartesian square (E) in C
consisting of cofibrations between cofibrant objects, and a morphism (E) → (D) in C□

that is an isomorphism in ho(C□). Dually, (D) is homotopy cartesian⇔ there exists a
cartesian square (E) inC consisting of fibrations between fibrant objects, and amorphism
(D) → (E) in C□ that is an isomorphism in ho(C□).

Proposition 3.6.3. (i) Consider a commutative diagram of the model category C :

𝑋
𝑥 //

𝑓

��

𝑋 ′
𝑥 ′ //

𝑓 ′

��

𝑋 ′′

𝑓 ′′

��
𝑌

𝑦 // 𝑌 ′
𝑦′ // 𝑌 ′′

whose left and right squares (D) and (D′) are homotopy cocartesian (resp. homotopy carte-
sian); then the same holds for the composed square (D′′) with sides 𝑓 , 𝑦′ ◦ 𝑦, 𝑓 ′′ and 𝑥 ′ ◦ 𝑥 .

(ii) If (D) and (D′′) are homotopy cocartesian, the same holds for (D′).
(iii) Dually, if (D′) and (D′′) are homotopy cartesian, the same holds for (D).
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Proof. (i): It suffices to consider the case where (D) and (D′) are homotopy cocartesian;
then, pick a cocartesian square consisting of cofibrations between cofibrant objects of C :

(E)
𝐴

𝑎 //

𝑔

��

𝐴′

𝑔′

��
𝐵

𝑏 // 𝐵′

with a weak equivalence 𝜔 : (E) → (D) of C□, as in example 3.6.2(iii). In particular, 𝜔
restricts to a morphism𝜔𝐴′ : 𝐴′ → 𝑋 ′ and𝜔𝐵′ : 𝐵′ → 𝑌 ′; next, factor 𝑥 ′ ◦𝜔𝐴′ : 𝐴′ → 𝑋 ′′

as a cofibration 𝑎′ : 𝐴′ → 𝐴′′ followed by a trivial fibration 𝜔𝐴′′ : 𝐴′′ → 𝑋 ′′, and form
the cocartesian diagram of C :

(E′)
𝐴′

𝑎′ //

𝑔′

��

𝐴′′

𝑔′′

��
𝐵′

𝑏′ // 𝐵′′ .

The pair (𝑓 ′′◦𝜔𝐴′′ , 𝑦′◦𝜔𝐵′ ) induces a morphism𝜔𝐵′′ : 𝐵′′ → 𝑌 ′′, and the four morphisms
𝜔𝐴′ , 𝜔𝐴′′ , 𝜔𝐵′ and 𝜔𝐵′′ yield another morphism 𝜔 ′ : (E′) → (D′) of C□. Now, 𝑏′ and 𝑔′′
are again cofibrations, since C𝑜 𝑓 is stable under push-outs; according to remark 3.5.15(i),
the morphism 𝜔𝐵′′ is then an equivalence. Lastly, let (E′′) be the composition of (E) and
(E′); by combining 𝜔 and 𝜔 ′ we get yet another weak equivalence (E′′) → (D′′) of C□,
and (E′′) is a cocartesian square ofC consisting of cofibrations between cofibrant objects,
so we may invoke example 3.6.2(iii) again, to conclude.

(ii): We construct (E), (E′) and (E′′) as in the proof of (i); we have again a morphism
(E′′) → (D′′) of C□, and since (E′′) is a cocartesian square of C consisting of cofibra-
tions between cofibrant objects, we deduce again with remark 3.5.15(i) that𝜔𝐵′′ is a weak
equivalence, since by assumption (D′′) is homotopy cocartesian. Hence, the morphism
𝜔 ′ : (E′) → (D′) is a weak equivalence of of C□, and we conclude by invoking again
example 3.6.2(iii). Assertion (iii) follows as usual from (ii), by duality. □

Lemma 3.6.4. (i) In the situation of definition 3.6.1(i), the commutative square (D) is
homotopy cocartesian (resp. homotopy cartesian) if and only if the same holds for the square

𝑋
𝑓 //

𝑥
��

𝑌

𝑦

��
𝑋 ′

𝑓 ′ // 𝑌 ′ .

(ii) Suppose that the morphism 𝑥 of the square (D) is a weak equivalence. Then (D) is
homotopy cocartesian if and only if 𝑦 is a weak equivalence.
(iii) Dually, suppose that the morphism 𝑦 of the square (D) is a weak equivalence. Then
(D) is homotopy cartesian if and only if 𝑥 is a weak equivalence.

Proof. (i): By duality, it suffices to prove the assertion for the homotopy cocartesian case.
Now, define the partially ordered set (V, ≤) as in proposition 3.5.5(i); we have a unique
non-trivial automorphism 𝜙 : (V, ≤) ∼−→ (V, ≤), namely the map that fixes (0, 0) and
exchanges (0, 1) and (1, 0). Then 𝜙 induces an automorphism :

C 𝜙 : C V ∼−→ C V (𝐹 : V→ C ) ↦→ 𝐹 ◦ 𝜙
that obviously preserves weak equivalences and fibrations for the projective model struc-

ture, so it preserves cofibrations as well. Also, C 𝜙 sends the object 𝐹 := (𝑌
𝑓
←− 𝑋 𝑥−→ 𝑋 ′)
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of C V to 𝐹 ′ := (𝑋 ′ 𝑥←− 𝑋
𝑓
−→ 𝑌 ), and the co-cone 𝜏• : 𝐹 ⇒ 𝑐𝑌 ′ given by (𝑦, 𝑓 ′), to the

co-cone 𝜏 ′• : 𝐹 ′ ⇒ 𝑐𝑌 ′ given by (𝑓 ′, 𝑦). Hence, 𝜏• is homotopically universal if and only if
the same holds for 𝜏 ′•, whence the assertion.

(ii): Pick a weak equivalence 𝛽𝑋 : 𝑋𝑐 → 𝑋 with𝑋𝑐 ∈ Ob(C𝑐 ), and factor 𝑓 ◦𝛽𝑋 : 𝑋𝑐 →
𝑌 as a cofibration 𝑓𝑐 : 𝑋𝑐 → 𝑌𝑐 followed by a trivial fibration 𝛽𝑌 : 𝑌𝑐 → 𝑌 . We deduce a
cocartesian diagram of C :

(E)
𝑋𝑐

𝑓𝑐 // 𝑌𝑐

𝑋𝑐
𝑓𝑐 // 𝑌𝑐

and a morphism 𝛾 : (E) → (D) in C□ (notation of example 3.6.2(iii)) given by the mor-
phisms 𝛽𝑋 , 𝛽𝑌 , 𝑥 ◦ 𝛽𝑋 : 𝑋𝑐 → 𝑋 ′ and 𝑦 ◦ 𝛽𝑌 : 𝑌 → 𝑌 ′. Then, if 𝑦 is a weak equivalence
of C , the morphism 𝛾 is a weak equivalence of C□, and therefore (D) is homotopy co-
cartesian, by example 3.6.2(iii). Conversely, if (D) is homotopy cocartesian, then 𝑦 ◦ 𝛽𝑌
is a weak equivalence of C , by remark 3.5.15(i), so the same holds for 𝑦, by the 2-out-of-3
property of weak equivalences. Assertion (iii) follows from (ii) as usual, by duality. □

Proposition 3.6.5. (i) In the situation of definition 3.6.1(i), suppose that (D) is cocartesian
in C with 𝑋 and 𝑋 ′ cofibrant, and that 𝑓 is a cofibration of C . Then :

(a) If 𝑥 is a weak equivalence, the same holds for 𝑦.
(b) (D) is a homotopy cocartesian square.

(ii) Dually, if (D) is cartesian in C with 𝑌,𝑌 ′ fibrant, and if 𝑓 ′ is a fibration, then (D)
is homotopy cartesian; if moreover 𝑦 is a weak equivalence, the same holds for 𝑥 .

Proof. Clearly, it suffices to show (i). To prove (i.a), endow𝑋/C and𝑋 ′/C with the model
structures provided by proposition 3.2.4(iii), and consider the adjunction associated with
𝑥 : 𝑋 → 𝑋 ′ as in remark 1.4.2(ii) :

(∗) 𝑥 ! : 𝑋/C ⇄ 𝑋 ′/C : 𝑥!
and notice that (𝑌, 𝑓 ) ∈ Ob(𝑋/C ) and 𝑥 ! (𝑌, 𝑓 ) = (𝑌 ′, 𝑓 ′) (up to unique isomorphism of
𝑋 ′/C ), since (D) is cocartesian. Moreover, the discussion of remark 1.4.2 shows that the
unit of the canonical adjunction for (𝑥 !, 𝑥!) assigns to (𝑌, 𝑓 ) the morphism

𝑋/𝑦 :
𝑋

𝑓

��

𝑥◦𝑓 ′

  
𝑌

𝑦 // 𝑌 ′

of 𝑋/C . By example 3.4.19, the right derived functor R𝑥! = ho(𝑥!) is conservative, and
(∗) is a Quillen adjunction which, by virtue of theorem 3.4.13, induces an adjunction :

L𝑥 ! : ho(𝑋/C ) ⇄ ho(𝑋 ′/C ) : R𝑥!.
The cofibrant objects of 𝑋/C are precisely the cofibrations of C with source 𝑋 (example
3.2.5), hence L𝑥 ! (𝑌, 𝑓 ) = (𝑌, 𝑓 ′), and R𝑥! ◦ L𝑥 ! (𝑌, 𝑓 ) = (𝑌 ′, 𝑥 ◦ 𝑓 ′); furthermore, by
example 3.4.19, the unit 𝜂∗• of the canonical adjunction for (L𝑥 !,R𝑥!) assigns to 𝑓 the
homotopy class [(𝑋/𝑦)𝑓 ] of (𝑋/𝑦)𝑓 in ho(𝑋/C ). The class [(𝑋/𝑦)𝑓 ] is an isomorphism
of ho(𝑋/C ) if and only if 𝑋/𝑦 is a weak equivalence of 𝑋/C (theorem 3.3.9(ii)), and
the latter holds if and only if 𝑦 is a weak equivalence of C . Recall also that L𝑥 ! is fully
faithful if and only if 𝜂∗• is an isomorphism of functors ([13, Prop.2.16(iii)]). Summing up,
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the functor L𝑥 ! is fully faithful ⇔ for every cofibration 𝑓 : 𝑋 → 𝑌 of C the induced
morphism 𝑦 in diagram (D) is a weak equivalence of C .

Claim 3.6.6. L𝑥 ! is fully faithful if and only if it is an equivalence of categories.
Proof : We may assume that L𝑥 ! is fully faithful, and we check that it is an equivalence.
To this aim, let (𝜂∗•, 𝜀∗•) be the unit and counit of the adjunction for (L𝑥 !,R𝑥!); we know
already that 𝜂∗• is an isomorphism, and by the triangle identities (see [13, Prob.2.13(ii)]) it
follows that the same holds for R𝑥! ★ 𝜀∗•, and then also for 𝜀∗•, since R𝑥! is conservative,
whence the assertion. 3

With claim 3.6.6, we conclude that L𝑥 ! is an equivalence of categories if and only if 𝑦
is a weak equivalence, for every cocartesian square (D) in which 𝑓 is a cofibration. Next,
for every pair of morphisms 𝑥 : 𝑋 → 𝑋 ′ and 𝑥 ′ : 𝑋 ′ → 𝑋 ′′ of C , obviously we have
(𝑥 ′ ◦ 𝑥)! = 𝑥! ◦ 𝑥 ′! , whence natural isomorphisms of functors :

𝑥 ′! ◦ 𝑥 ! ∼−→ (𝑥 ′ ◦ 𝑥)! and L𝑥 ′! ◦ L𝑥 ! ∼−→ L(𝑥 ′ ◦ 𝑥)!

by [13, Exerc.2.14(i) and 2.17(i)] and corollary 3.4.18. Moreover, if any two of the functors
L𝑥 !, L𝑥 ′!, L𝑥 ′! ◦ L𝑥 ! is an equivalence of categories, the same holds for the third one. We
may therefore argue as in the proof of Ken Brown’s lemma (proposition 3.2.8) to reduce to
the case where 𝑥 is a trivial cofibration, in which case assertion (i.a) is clear, since trivial
cofibrations are stable under push-outs (proposition 3.1.9(v) and lemma 3.1.18(i)).

(i.b): Choose a factorization of 𝑥 : 𝑋 → 𝑋 ′ as a cofibration 𝑥 ′ : 𝑋 → 𝑋 ′′ followed by
a trivial fibration 𝑥 ′′ : 𝑋 ′′ → 𝑋 ′, and form the following commutative diagram with two
cocartesian squares :

𝑋
𝑥 ′ //

𝑓

��

𝑋 ′′
𝑥 ′′ //

𝑓 ′′

��

𝑋 ′

𝑓 ′

��
𝑌

𝑦′ // 𝑌 ′′
𝑦′′ // 𝑌 ′ .

Then, the left square is homotopy cocartesian, by example 3.6.2(i), and the same holds for
the right square, by virtue of (i.a) and lemma 3.6.4(ii), since 𝑓 ′′ is also a cofibration; so
(D) is homotopy cocartesian, by proposition 3.6.3(i). □

Corollary 3.6.7. The conclusion of corollary 3.5.12(ii) still holds, if we assume only that 𝑥 ′

and 𝑦′ are cofibrations, and that 𝑓 , 𝑓 ′, 𝑓 ′′ are weak equivalences between cofibrant objects.

Proof. We apply proposition 3.6.5(i.b) to the two cocartesian diagrams formed by 𝑋• :=

(𝑋 ′ 𝑥 ′←− 𝑋 𝑥 ′′−−→ 𝑋 ′′) and 𝑌• := (𝑌 ′
𝑦′

←− 𝑌
𝑦′′

−−→ 𝑌 ′′) respectively : then both such diagrams
are homotopy cocartesian, and 𝑓 , 𝑓 ′, 𝑓 ′′ induce a weak equivalence𝑋• → 𝑌• in the model
category C V of proposition 3.5.5, whence an induced isomorphism in ho(C ) :

L lim
−→
𝐼

𝑋• ∼−→ L lim
−→
𝐼

𝑌•

which is represented by the induced morphism𝑋 ′⊔𝑋 𝑋 ′′ → 𝑌 ′⊔𝑌 𝑌 ′′. Then we conclude
with theorem 3.3.9(ii). □
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4. Construction of model categories

Before we attack the problem of constructing model structures on categories of inter-
est, we need to be able to count on a reliable supply of weak factorization systems : this
task is addressed in §4.1, dedicated to the so-called small object argument, a rather gen-
eral and versatile method with a long history : its earliest modern avatar can be found in
Grothendieck’s Tôhoku paper [7], where it is employed to construct injective objects in
abelian categories; further back, one can trace its origins to Baer’s paper [2] from 1940,
that deals with the special case of injective modules over associative rings. This section is
complemented by §4.2, that develops some technical tools useful for checking the small-
ness conditions required to deploy the small object argument, especially when dealing
with categories of presheaves over small categories.

It turns out that most model categories that we will encounter in our discussion shall
be cofibrantly generated, meaning that their classes of fibrations and cofibrations are ob-
tained by suitably saturating certain sets of morphisms; of this type are all the model cate-
gories that are constructed via the small object argument. In §4.3 we introduce cofibrantly
generated model categories, and we study in detail two basic examples : first, the cate-
gory of complexes of modules over an (associative) ring, which we endow, via the small
object argument, with amodel category structure whose weak equivalences are the quasi-
isomorphisms of complexes, and whose fibrations are the (termwise) epimorphisms. Our
second example is the category of small categories, which we endow with its canonical
model category structure, whose weak equivalences are the equivalences of categories,
and whose cofibrations are the functors that are injective on objects; though this canoni-
cal model category structure is cofibrantly generated, it is obtained by direct elementary
verifications that do not involve the small object argument.

The last three sections present Cisinski’s method for constructing model structures
on the category Â of presheaves (of sets) over any small category A , and is borrowed
from his PhD thesis [3]. Cisinski’s idea is to abstract Gabriel and Zisman’s work [6]
on the homotopy theory of Kan complexes, whose essential aspects are shown to apply
to much more general situations. Especially, Gabriel and Zisman’s theory of anodyne
extensions can be transposed to arbitrary categories of presheaves, and plays a central role
in Cisinski’s method and in our text, starting with §4.4. The main result here is theorem
4.5.14, that associates with every homotopical structure on A (see definition 4.4.6(ii)) a
cofibrantly generated model category structure on Â ; the whole of §4.5 is occupied with
the proof of this theorem, and further useful complements are gathered in §4.6 : notably,
theorem 4.6.5 shows that Cisinski’s construction yields all the cofibrantly model category
structures on Â whose cofibrations are the monomorphisms.

4.1. The small object argument.

Definition 4.1.1. Let 𝜅 be a cardinal, C a cocomplete category, and 𝑋 ∈ Ob(C ).
(i) We say that a partially ordered set (𝐸, ≤) is 𝜅-filtered, if for every subset 𝐽 ⊂ 𝐸 of

cardinality ≤ 𝜅 there exists 𝑥 ∈ 𝐸 such that 𝑥 ≥ 𝑗 for every 𝑗 ∈ 𝐽 .
(ii) Let F a subclass of Mor(C ). We say that 𝑋 is 𝜅-small relative to F , if for every

𝜅-filtered ordinal 𝜆 and every (F , 𝜆)-sequence 𝑌• : 𝜆 → C , the natural map

lim
−→
𝑗 ∈𝜆

C (𝑋,𝑌𝑗 ) → C (𝑋, lim
−→
𝑗 ∈𝜆

𝑌𝑗 )
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is a bijection. We say that a morphism 𝑓 : 𝑋 → 𝑌 of C is 𝜅-small relative to F , if the
same holds for 𝑋 . We say that an object or a morphism of C is 𝜅-small, if it is 𝜅-small
relative to the class of all morphisms of C .
(iii) We say that an object 𝑋 (resp. a morphism 𝑓 ) of C is small relative to F , if there

exists a cardinal 𝜅 such that 𝑋 (resp. 𝑓 ) is 𝜅-small relative to F . We say that 𝑋 (resp. 𝑓 )
is small, if it is small relative to the class of all morphisms of C .
Remark 4.1.2. (i) Keep the notation of definition 4.1.1(ii); then, in light of corollary
1.4.6(iii), it is easily seen that if the morphism 𝑓 of C is 𝜅-small relative to F , then the
object 𝑓 of C /𝑌 is 𝜅-small relative to F/𝑌 (notation of §3.1.11).

(ii) Likewise, if 𝑔 : 𝑋 → 𝑌 is a morphism of C such that both 𝑋 and 𝑌 are 𝜅-small
relative to F , then 𝑔, regarded as an object of 𝑋/C , is 𝜅-small relative to 𝑋/F : indeed,
𝑋/C is cocomplete (lemma 1.4.7(ii)), so the assertion follows easily from corollary 1.4.6(ii)
(details left to the reader).
(iii) If the partially ordered set (𝐸, ≤) is 𝜅-filtered for some cardinal 𝜅, then clearly it

is also 𝜅′-filtered for every cardinal 𝜅′ ≤ 𝜅. If 𝜅 = 1 (resp. if 2 ≤ 𝜅 < ℵ0), then every
partially ordered set is 𝜅-filtered (resp. then 𝜅-filtered is the same as filtered). Moreover,
if 𝑋 is 𝜅-small relative to F , it is also 𝜅′′-small relative to F , for every cardinal 𝜅′′ ≥ 𝜅.
Example 4.1.3. (i) By remark 4.1.2(iii), every ordinal is 𝜅-filtered for every cardinal
𝜅 < ℵ0. Also, every successor ordinal has a maximal element, so it is trivially 𝜅-filtered
for every cardinal 𝜅.
(ii) For every 𝑘 ∈ N \ {0}, the ordinal 𝜔𝑘 (the order type of N𝑘 ) is not ℵ0-filtered. The

same holds for the limit cardinal ℵ𝜔 =
⋃
𝑛∈𝜔 ℵ𝑛 .

(iii) The successor 𝜅+ of any infinite cardinal 𝜅 is 𝜅-filtered. Indeed, let 𝐸 ⊂ 𝜅+ with
|𝐸 | ≤ 𝜅, and for every 𝑥 ∈ 𝐸 set 𝑆𝑥 := {𝑦 ∈ 𝜅 |𝑦 ≤ 𝑥}; then |𝑆𝑥 | = 𝑥+ ≤ 𝜅 for every such 𝑥 ,
and since 𝜅+ is regular (example 1.1.2(ii)) we have |⋃𝑥∈𝐸 𝑆𝑥 | ≤ 𝜅, whence the assertion.
Example 4.1.4. (i) Every set 𝑆 is |𝑆 |-small (in the category Set; notation of example
1.1.9(i)). Indeed, let 𝑇• : 𝜆 → Set be any functor from an |𝑆 |-filtered ordinal 𝜆, and 𝑇 the
colimit of𝑇•. Let 𝑓 : 𝑆 → 𝑇 be anymap; for every 𝑠 ∈ 𝑆 pick𝛼 (𝑠) ∈ 𝜆 and 𝑡 (𝑠) ∈ 𝑇𝛼 (𝑠 ) such
that 𝑓 (𝑠) is the image of 𝑡 (𝑠) in𝑇 ; by assumption there exists 𝛽 ∈ 𝜆 such that 𝛽 ≥ 𝛼 (𝑠) for
every 𝑠 ∈ 𝑆 , so 𝑓 factors through a map 𝑔 : 𝑆 → 𝑇𝛽 . Moreover, suppose that 𝑓 also factors
through another map ℎ : 𝑆 → 𝑇𝛽 ′ , for some 𝛽 ′ ∈ 𝜆; then, for every 𝑠 ∈ 𝑆 there exists
𝛾 (𝑠) ∈ 𝜆 such that the images of 𝑔(𝑠) and ℎ(𝑠) agree in𝑇𝛾 (𝑠 ) , and again we find 𝛿 ∈ 𝜆 such
that 𝛿 ≥ 𝛾 (𝑠) for every 𝑠 ∈ 𝑆 , so that the images of 𝑔 and ℎ coincide in Set(𝑆,𝑇𝛿 ).

(ii) Furthermore, let 𝜅 ≥ ℵ0 be any cardinal; then 𝑆 is 𝜅-small if and only if |𝑆 | ≤ 𝜅.
Indeed, by (i) and remark 4.1.2(iii) we know already that if |𝑆 | ≤ 𝜅, then 𝑆 is 𝜅-small. For
the converse, without of loss of generality we may assume that 𝑆 is a 𝜅-small cardinal;
suppose then, by way of contradiction, that 𝑆 > 𝜅 (so that 𝜅+ ⊂ 𝑆), and let 𝑓 : 𝑆 → 𝜅+ be
the map such that 𝑓 (𝑠) := 𝑠 for every 𝑠 ∈ 𝜅+, and 𝑓 (𝑠) := 0 for every 𝑠 ∈ 𝑆 \ 𝜅+. Since 𝜅+
is the colimit of the well-ordered system of ordinals 𝜆 < 𝜅+, which is indexed by 𝜅+, and
since 𝜅+ is 𝜅-filtered (example 4.1.3(iii)), it follows that 𝑓 factors through the inclusion
𝜆 → 𝜅+, for some 𝜆 < 𝜅+; but this is absurd, since 𝑓 is surjective.
Example 4.1.5. (i) Let 𝜅 ≥ ℵ0 be a cardinal, A a small category, and recall that Cat is a
cocomplete category (proposition 1.10.4); ifA is𝜅-small in the sense of definition 1.1.6(ii),
then it is a 𝜅-small object of Cat, in the sense of definition 4.1.1(iii). Indeed, suppose first
that |Mor(A ) | ≤ 𝜅, and consider any functor

C• : 𝜆 → Cat 𝑗 ↦→ C𝑗
−→𝚥𝚤 ↦→ C𝑗𝑖
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from any 𝜅-filtered ordinal 𝜆. Let also C be the colimit of C•, with universal co-cone
(𝜏 𝑗 : C𝑗 → C | 𝑗 ∈ 𝜆), and 𝐹 : A → C any functor. According to remark 1.5.12,
Ob(C ) is the colimit of the induced functor Ob(C•) : 𝜆 → Set, and (Ob(𝜏 𝑗 ) : Ob(C𝑗 ) →
Ob(C ) | 𝑗 ∈ 𝜆) is a universal co-cone; then, by example 4.1.4, there exists 𝑗 ∈ 𝜆 and a map
Φ𝑗 : Ob(A ) → Ob(C𝑗 ) such that Ob(𝐹 ) = Ob(𝜏 𝑗 ) ◦ Φ𝑗 . Let us set Φ𝑖 := Ob(C𝑗𝑖 ) ◦ Φ𝑗
whenever 𝑗 ≤ 𝑖 < 𝜆, so that Ob(𝐹 ) = Ob(𝜏𝑖 ) ◦ Φ𝑖 for every such 𝑖 .

For every 𝐴, 𝐵 ∈ Ob(A ), remark 1.5.12 shows moreover that C (𝐹𝐴, 𝐹𝐵) is the colimit
of the induced system of sets (C𝑖 (Φ𝑖𝐴,Φ𝑖𝐵) | 𝑗 ≤ 𝑖 < 𝜆), with universal co-cone (𝜏𝑖,𝐴𝐵 :
C𝑖 (Φ𝑖𝐴,Φ𝑖𝐵) → C (𝐹𝐴, 𝐹𝐵) | 𝑗 ≤ 𝑖 < 𝜆), and transition maps

C𝑖𝑘,𝐴𝐵 : C𝑖 (Φ𝑖𝐴,Φ𝑖𝐵) → C𝑘 (Φ𝑘𝐴,Φ𝑘𝐵) 𝑓 ↦→ C𝑖𝑘 (𝑓 )
for every 𝑗 ≤ 𝑖 ≤ 𝑘 < 𝜆. Then, by invoking again example 4.1.4, we get for every such pair
(𝐴, 𝐵) an ordinal 𝑖𝐴𝐵 < 𝜆 with 𝑗 ≤ 𝑖𝐴𝐵 , and a map Ψ𝐴𝐵 : A (𝐴, 𝐵) → C𝑖𝐴𝐵 (Φ𝑖𝐴𝐵𝐴,Φ𝑖𝐴𝐵𝐵)
such that 𝐹𝐴𝐵 : A (𝐴, 𝐵) → C (𝐹𝐴, 𝐹𝐵) equals 𝜇𝑖,𝐴𝐵 ◦ Ψ𝐴𝐵 . Since |Ob(A )2 | ≤ 𝜅, we may
next find 𝑙 < 𝜆 such that 𝑙 ≥ 𝑖𝐴𝐵 for every 𝐴, 𝐵 ∈ Ob(A ), and we set

Ψ′𝐴𝐵 := C𝑖𝐴𝐵𝑙,𝐴𝐵 ◦ Ψ𝐴𝐵 : C (𝐴, 𝐵) → C𝑙 (Φ𝑙𝐴,Φ𝑙𝐵) ∀𝐴, 𝐵 ∈ Ob(A ).
By construction, we then have 𝐹𝐴𝐵 = 𝜏𝑙,𝐴𝐵 ◦Ψ′𝐴𝐵 for every such 𝐴, 𝐵. Next, since we have

𝜏𝑙,𝐴𝐴 ◦ Ψ′𝐴𝐴 (1𝐴) = 𝐹𝐴𝐴 (1𝐴) = 1𝐹𝐴 = 𝜏𝑙,𝐴𝐴 (1Φ𝑙𝐴) ∀𝐴 ∈ Ob(A )
it follows that for every 𝐴 ∈ Ob(A ) there exists 𝑙 ≤ 𝑚(𝐴) < 𝜆 such that

C𝑙𝑚 (𝐴),𝐴𝐴 ◦ Ψ′𝐴𝐴 (1𝐴) = C𝑙𝑚 (𝐴),𝐴𝐴 (1Φ𝑙𝐴) = 1Φ𝑚 (𝐴)𝐴 .

Again, we may then find 𝑚 < 𝜆 such that 𝑚 ≥ 𝑚(𝐴) for every 𝐴 ∈ Ob(A ), and with
Ψ′′
𝐴𝐵

:= C𝑙𝑚,𝐴𝐵 ◦ Ψ′𝐴𝐵 : A (𝐴, 𝐵) → C𝑚 (Φ𝑚𝐴,Φ𝑚𝐵) for every 𝐴, 𝐵 ∈ Ob(C ), we get :
𝐹𝐴𝐵 = 𝜏𝑚,𝐴𝐵 ◦ Ψ′′𝐴𝐵 and Ψ′′𝐴𝐴 (1𝐴) = 1Φ𝑚𝐴 ∀𝐴, 𝐵 ∈ Ob(A ).

Lastly, since 𝐹𝐴𝐶 (𝑔 ◦ 𝑓 ) = 𝐹𝐵𝐶 (𝑔) ◦ 𝐹𝐴𝐵 (𝑓 ) for every 𝐴, 𝐵,𝐶 ∈ Ob(A ) and every (𝑓 , 𝑔) ∈
A (𝐴, 𝐵) × A (𝐵,𝐶), and since |Ob(A )3 | ≤ 𝜅 and |A (𝐴, 𝐵) × A (𝐵,𝐶) | ≤ 𝜅 for every
such 𝐴, 𝐵,𝐶 , we can argue as in the foregoing, to find𝑚 ≤ 𝑛 < 𝜆 such that, with Ψ′′′

𝐴𝐵
:=

C𝑚𝑛,𝐴𝐵 ◦ Ψ′′𝐴𝐵 : A (𝐴, 𝐵) → C𝑛 (Φ𝑛𝐴,Φ𝑛𝐵) for every 𝐴, 𝐵 ∈ Ob(A ), we get :
Ψ′′′𝐵𝐶 (𝑔) ◦ Ψ′′′𝐴𝐵 (𝑓 ) = Ψ′′′𝐴𝐶 (𝑔 ◦ 𝑓 ) ∀𝐴, 𝐵,𝐶 ∈ Ob(A ),∀(𝑓 , 𝑔) ∈ A (𝐴, 𝐵) ×A (𝐵,𝐶)

(the detailed verification shall be left to the reader). Summing up, we have obtained awell-
defined functor 𝐺 : A → C𝑛 with 𝐺𝐴 := Φ𝑛𝐴 and 𝐺𝐴𝐵 := Ψ′′′

𝐴𝐵
for every 𝐴, 𝐵 ∈ Ob(A ),

such that 𝐹 = 𝜏𝑛 ◦𝐺 ; this proves the surjectivity of the natural map

lim
−→
𝑗∈𝜆

Cat(A ,C𝑗 ) → Cat(A ,C ).

Lastly, let 𝑝 < 𝜆 and 𝐺 ′ : A → C𝑝 another functor such that 𝐹 = 𝜏𝑝 ◦ 𝐺 ′; we need to
show that C𝑛𝑟 ◦ 𝐺 = C𝑝𝑟 ◦ 𝐺 ′ for some 𝜆 > 𝑟 ≥ 𝑛, 𝑝 . However, from example 4.1.4 we
know that there exists 𝑞 ≥ 𝑛, 𝑝 such that C𝑛𝑞 ◦ 𝐺𝐴 = C𝑝𝑞 ◦ 𝐺 ′𝐴 for every 𝐴 ∈ Ob(A ),
hence, after replacing 𝐺 and 𝐺 ′ by C𝑛𝑞 ◦𝐺 and C𝑝𝑞 ◦𝐺 ′, we may assume that 𝑛 = 𝑝 and
𝐺𝐴 = 𝐺 ′𝐴 for every𝐴 ∈ Ob(A ). Next, for every𝐴, 𝐵 ∈ Ob(A ) there exists 𝑞𝐴𝐵 ≥ 𝑛 such
that C𝑛𝑞𝐴𝐵 ◦𝐺𝑓 = C𝑛𝑞𝐴𝐵 ◦𝐺 ′ 𝑓 for every 𝑓 ∈ A (𝐴, 𝐵) (again, because |A (𝐴, 𝐵) | ≤ 𝜅), and
since |Ob(A )2 | ≤ 𝜅, we may find again 𝑟 < 𝜆 such that 𝑟 ≥ 𝑞𝐴𝐵 for every 𝐴, 𝐵 ∈ Ob(A );
then clearly C𝑛𝑟 ◦𝐺 = C𝑛𝑟 ◦𝐺 ′, as required.

(ii) Conversely, ifA is a𝜅-small object ofCat, then 𝜆 := |Ob(A ) | ≤ 𝜅. Indeed, suppose
by way of contradiction, that 𝜆 > 𝜅 (so that𝜅+ ⊂ 𝜆), and pick a bijection𝜔 : Ob(A ) ∼−→ 𝜆;
we let Φ : Ob(A ) → 𝜅+ be the map such that Φ(𝐴) := 𝜔 (𝐴) for every 𝐴 ∈ 𝜔−1 (𝜅+), and
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Φ(𝐴) := 0 for every 𝐴 ∈ Ob(A ) \ 𝜔−1 (𝜅+). We let K be the unique category that is
equivalent to the final object [0] of Cat, and such that Ob(K ) = 𝜅+ (i.e. K (𝜆, 𝜇) := {∅}
for every 𝜆, 𝜇 ∈ 𝜅); then there exists a unique functor 𝐹 : A → K such that 𝐹𝐴 := Φ(𝐴)
for every𝐴 ∈ Ob(A ). Notice also thatK is the colimit in Cat of the well-ordered system
of categories (K𝜆 | 𝜆 ∈ 𝜅+), where K𝜆 is the full subcategory of K with Ob(K𝜆) = 𝜆, for
every 𝜆 ∈ 𝜅+. Arguing as in example 4.1.4(ii), we deduce that 𝐹 must factor through the
inclusion K𝜆 → K , for some such 𝜆; but this is absurd, since 𝐹 is surjective on objects.

Example 4.1.6. Let 𝑅 be a ring, 𝑀 a (left) 𝑅-module; we may find sets 𝑆1, 𝑆2 and an 𝑅-
linear map 𝜙 : 𝑅 (𝑆2 ) → 𝑅 (𝑆1 ) with Coker(𝜙) isomorphic to𝑀 ; set 𝜅 := max( |𝑆1 |, |𝑆2 |), and
recall that the category 𝑅 −Mod of (left) 𝑅-modules is cocomplete ([13, Exemp.2.44(i)]).
Then we claim that 𝑀 is 𝜅-small in 𝑅 −Mod. Indeed, let 𝑁• : 𝜆 → 𝑅 −Mod be a functor
from a 𝜅-filtered ordinal 𝜆, denote by 𝑁 the colimit of 𝑁•, and consider any 𝑅-linear
map 𝑓 : 𝑀 → 𝑁 . Let also (𝑒𝑠 | 𝑠 ∈ 𝑆1) and (𝑒′𝑡 | 𝑡 ∈ 𝑆2) be the canonical bases of 𝑅 (𝑆1 )
and 𝑅 (𝑆2 ) , and 𝑝 : 𝑅 (𝑆1 ) → 𝑀 the natural projection; we get a map 𝑞 : 𝑆1 → 𝑁 with
𝑞(𝑠) := 𝑓 ◦ 𝑝 (𝑒𝑠 ) for every 𝑠 ∈ 𝑆1, which, arguing as in example 4.1.4, is seen to factor
through amap𝑞𝛽 : 𝑆1 → 𝑁𝛽 , for some 𝛽 ∈ 𝜆. The map𝑞𝛽 yields by adjunction an 𝑅-linear
map 𝑔 : 𝑅 (𝑆1 ) → 𝑁𝛽 , and by assumption, the image of 𝑟 (𝑡) := 𝑔 ◦ 𝜙 (𝑒′𝑡 ) vanishes in 𝑁 for
every 𝑡 ∈ 𝑆2; then we may find again 𝛾 ∈ 𝜆 such that the image of 𝑟 (𝑡) vanishes already in
𝑁𝛾 for every 𝑡 ∈ 𝑆2, and this means that 𝑔 factors through an 𝑅-linear map 𝑔𝛾 : 𝑀 → 𝑁𝛾 ,
whose composition with the natural map 𝑁𝛾 → 𝑁 agrees with 𝑓 . Lastly, if 𝑓 factors as
well through another 𝑅-linear map 𝑔𝛾 ′ : 𝑀 → 𝑁𝛾 ′ for some 𝛾 ′ ∈ 𝜆, arguing as in the
foregoing we find 𝛿 ∈ 𝜆 such that the images of 𝑔𝛾 ◦ 𝑝 (𝑒𝑠 ) and 𝑔𝛾 ′ ◦ 𝑝 (𝑒𝑠 ) agree in 𝑁𝛿 for
every 𝑠 ∈ 𝑆1, so that the images of 𝑔𝛾 and 𝑔𝛾 ′ coincide in 𝑅 −Mod(𝑀, 𝑁𝛿 ).

Example 4.1.7. Let 𝑅 be a ring, and recall that the category C(𝑅) of (unbounded) chain
complexes of (left) 𝑅-modules is cocomplete ([13, Exerc.2.98(ii)]). We claim that every
(𝑋•, 𝑑𝑋• ) ∈ Ob(C(𝑅)) is small in C(𝑅). Indeed, by example 4.1.6, for every 𝑛 ∈ Z we may
find a cardinal 𝜅𝑛 such that 𝑋𝑛 is 𝜅𝑛-small; let then 𝜅 be any infinite cardinal larger than
every 𝜅𝑛 , and consider any 𝜅-filtered ordinal 𝜆 and any functor

𝑌 •• : 𝜆 → C(𝑅) 𝛼 ↦→ (𝑌𝛼• , 𝑑𝛼• ).

Let (𝐿•, 𝑑𝐿• ) be the colimit of 𝑌 •• , and 𝑓• : (𝑋•, 𝑑𝑋• ) → (𝐿•, 𝑑𝐿• ) any morphism of C(𝑅).
Recall that 𝐿𝑛 represents the colimit of 𝑌 •𝑛 : 𝜆 → 𝑅 −Mod : 𝛼 ↦→ 𝑌𝛼𝑛 , for every 𝑛 ∈ Z ([13,
Exerc.2.98(ii)]); then, since 𝜅 ≥ 𝜅𝑛 , the map 𝑓𝑛 : 𝑋𝑛 → 𝐿𝑛 factors through an 𝑅-linear
map 𝑔𝑛 : 𝑋𝑛 → 𝑌

𝛼𝑛
𝑛 and the natural map 𝑌𝛼𝑛𝑛 → 𝐿𝑛 , for some 𝛼𝑛 < 𝜆. Since 𝜅 is infinite,

and since 𝜆 is 𝜅-filtered, we may then find 𝛼 < 𝜆 such that 𝛼 ≥ 𝛼𝑛 for every 𝑛 ∈ Z, and
we get a system of 𝑅-linear maps (𝑔𝑛 : 𝑋𝑛 → 𝑌𝛼𝑛 | 𝑛 ∈ N) such that the composition of 𝑔𝑛
with the natural map 𝜏𝛼𝑛 : 𝑌𝛼𝑛 → 𝐿𝑛 agrees with 𝑓𝑛 , for every 𝑛 ∈ Z. Next, set

ℎ𝑛 := 𝑑𝛼𝑛 ◦ 𝑔𝑛 − 𝑔𝑛−1 ◦ 𝑑𝑋𝑛 : 𝑋𝑛 → 𝑌𝛼𝑛−1 ∀𝑛 ∈ Z.

Then 𝜏𝛼
𝑛−1 ◦ ℎ𝑛 : 𝑋𝑛 → 𝐿𝑛 is the zero map for every 𝑛 ∈ Z, and arguing as in the

foregoing we find 𝛽 < 𝜆 with 𝛽 ≥ 𝛼 , such that the composition 𝑋𝑛 → 𝑌
𝛽
𝑛 of ℎ𝑛 with

the transition map 𝑌𝛼𝛽𝑛 : 𝑌𝛼𝑛 → 𝑌
𝛽
𝑛 is the zero map, for every 𝑛 ∈ N; hence, the system

(𝑔′𝑛 := 𝑌
𝛼𝛽
𝑛 ◦ 𝑔𝑛 : 𝑋𝑛 → 𝑌

𝛽
𝑛 ) is a morphism 𝑋• → 𝑌

𝛽
• of C(𝑅), whose composition

with the natural morphism 𝑌
𝛽
• → 𝐿• yields 𝑓•. Lastly, if 𝛾,𝛾 ′ < 𝜆 are two ordinals,

and 𝑢• : 𝑋• → 𝑌
𝛾
• , 𝑢′• : 𝑋• → 𝑌

𝛾 ′

• are two morphisms of C(𝑅) whose images agree in
C(𝑅) (𝑋•, 𝐿•), we may find for every 𝑛 ∈ Z an ordinal 𝛿𝑛 ≥ 𝛾,𝛾 ′ such that the images of
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𝑢𝑛 and 𝑢′𝑛 agree in 𝑅 − Mod(𝑋𝑛, 𝐿𝑛), and then for every ordinal 𝛿 larger than every 𝛿𝑛 ,
the images of 𝑢• and 𝑢′𝑛 agree in C(𝑅) (𝑋•, 𝑌𝛿• ).

Theorem 4.1.8. Let C be a cocomplete category, I a subset of Mor(C ) such that every
element of I is small relative to the weak saturation of I . Then there exist a functor

L : C → C and a natural transformation 𝜆• : 1C ⇒ L

such that for every 𝑋 ∈ Ob(C ) the following holds :
(a) L𝑋 is an I -injective object of C (see definition 3.1.1(iv))
(b) 𝜆𝑋 lies in the weak saturation of I (see definition 3.1.3(vii)).

Proof. Let Ω be the class of all ordinals, and for every 𝛼 ∈ Ω set 𝛼+ := 𝛼 + 1, the successor
of 𝛼 ; recall that 𝛼 is the well ordered set of all ordinals < 𝛼 . We regard as usual every
such well ordered set (𝛼, ≤) as a category, and for every 𝛽,𝛾 ∈ 𝛼 with 𝛽 ≤ 𝛾 , we denote
by
−→
𝛽𝛾 the unique element of 𝛼 (𝛽,𝛾) (see §1.9.2).
• We shall exhibit by transfinite induction a family of functors

(L𝛼 : 𝛼+ × C → C | 𝛼 ∈ Ω)
such that the restriction of L𝛼 to 𝛽+ × C equals L𝛽 , for every 𝛽, 𝛼 ∈ Ω with 𝛽 ≤ 𝛼 .
• To this aim, we let L0 : 1 × C ∼−→ C be the (trivial) projection. Next, set

Φ(𝑋 ) :=
⊔

(𝑓 :𝐾→𝐿) ∈I
C (𝐾,𝑋 ) ∀𝑋 ∈ Ob(C )

and fix representatives in C for the direct sums

𝑆 (𝑋 ) :=
⊔

(𝑓 :𝐾→𝐿) ∈I
𝐾 (C (𝐾,𝑋 ) ) 𝑇 (𝑋 ) :=

⊔
(𝑓 :𝐾→𝐿) ∈I

𝐿 (C (𝐾,𝑋 ) )

as well as universal co-cones :

(𝜏𝑋(𝑓 ,𝑔) :𝐾 → 𝑆 (𝑋 ) | (𝐾
𝑓
−→ 𝐿,𝑔) ∈Φ(𝑋 )) (𝜂𝑋(𝑓 ,𝑔) :𝐿 → 𝑇 (𝑋 ) | (𝐾

𝑓
−→ 𝐿,𝑔) ∈Φ(𝑋 )) .

We get unique morphisms 𝑋
𝜇𝑋←−− 𝑆 (𝑋 ) 𝜈𝑋−−→ 𝑇 (𝑋 ) making commute the diagrams :

𝑋 𝐾
𝑔oo 𝑓 //

𝜏𝑋(𝑓 ,𝑔)
��

𝐿

𝜂𝑋(𝑓 ,𝑔)
��

𝑋 𝑆 (𝑋 )
𝜇𝑋oo 𝜈𝑋 // 𝑇 (𝑋 )

∀(𝑓 , 𝑔) ∈ Φ(𝑋 ).

With this notation, we define 𝐹𝑋 as the push-out in the cocartesian diagram :

𝑆 (𝑋 )
𝜈𝑋
��

𝜇𝑋 // 𝑋

𝜆1
𝑋

��
𝑇 (𝑋 ) 𝜔𝑋 // 𝐹𝑋 .

Next, let ℎ : 𝑋 → 𝑌 be any morphism of C . We attach to ℎ the unique morphisms 𝑆 (ℎ) :
𝑆 (𝑋 ) → 𝑆 (𝑌 ) and 𝑇 (ℎ) : 𝑇 (𝑋 ) → 𝑇 (𝑌 ) that make commute the following diagrams, for
every (𝑓 , 𝑔) ∈ Φ(𝑋 ) :

𝐾

𝜏𝑋(𝑓 ,𝑔)
��

𝐾

𝜏𝑌(𝑓 ,ℎ𝑔)
��

𝐿

𝜂𝑋(𝑓 ,𝑔)
��

𝐿

𝜂𝑌(𝑓 ,ℎ𝑔)
��

𝑆 (𝑋 ) 𝑆 (ℎ) // 𝑆 (𝑌 ) 𝑇 (𝑋 ) 𝑇 (ℎ) // 𝑇 (𝑌 ).
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It is easily seen that the rules : 𝑋 ↦→ 𝑆 (𝑋 ) and ℎ ↦→ 𝑆 (ℎ) yield a well-defined functor
𝑆 : C → C , and likewise we deduce a functor 𝑇 : C → C . Moreover, it is easily seen
that the rules 𝑋 ↦→ 𝜇𝑋 and 𝑋 ↦→ 𝜈𝑋 yield natural transformations 𝜇• : 𝑆 ⇒ 1C and
𝜈• : 𝑆 ⇒ 𝑇 . It follows that every morphism ℎ : 𝑋 → 𝑌 of C induces a unique morphism
𝐹ℎ : 𝐹𝑋 → 𝐹𝑌 , such that the rules : 𝑋 ↦→ 𝐹𝑋 and ℎ ↦→ 𝐹ℎ yield a functor 𝐹 : C → C ,
and the rules : 𝑋 ↦→ 𝜆1

𝑋
and 𝑋 ↦→ 𝜔𝑋 define natural transformations 𝜆0,1• : 1C ⇒ 𝐹 and

𝜔• : 𝑇 ⇒ 𝐹 , with 𝜆1• ◦ 𝜇• = 𝜔• ◦ 𝜈•.
We then let L1 : 2 × C → C be the unique functor whose restriction to 1 × C agrees

with L0, such that L1 (1, 𝑋 ) := 𝐹𝑋 for every 𝑋 ∈ Ob(C ), and

L1 (−→01, 1𝑋 ) := 𝜆1𝑋 L1 (11, ℎ) := 𝐹ℎ ∀𝑋 ∈ Ob(C ),∀ℎ ∈ Mor(C ).

• Let now 𝛼 ∈ Ω be an ordinal > 1, and suppose that L𝛽 has already been exhibited
for every 𝛽 < 𝛼 ; if 𝛼 = 𝛽+ for some 𝛽 ∈ Ω, define L𝛼 : 𝛼+ ×C → C as the unique functor
whose restriction to 𝛽+ × C agrees with L𝛽 , such that L𝛼 (𝛼,𝑋 ) := 𝐹 (L𝛽 (𝛽,𝑋 )), and

L𝛼 (−→𝛽𝛼, 1𝑋 ) := 𝜆1L𝛽 (𝛽,𝑋 ) L𝛼 (1𝛼 , ℎ) := 𝐹 (L𝛽 (1𝛽 , ℎ)) ∀𝑋 ∈Ob(C ),∀ℎ ∈Mor(C ).

• Lastly, if 𝛼 is a limit ordinal, for every 𝑋 ∈ Ob(C ) we fix a representative 𝐿𝑋 for
the colimit of the functor

𝐿<𝛼𝑋 : 𝛼 → C 𝛽 ↦→ L𝛽𝑋 := L𝛽 (𝛽,𝑋 ) −→
𝛽𝛾 ↦→ L𝛾 (−→𝛽𝛾, 1𝑋 )

and a universal co-cone 𝜏𝑋• : 𝐿<𝛼
𝑋
⇒ 𝑐𝐿𝑋 . Then, every morphism ℎ : 𝑋 → 𝑌 of C induces

a unique morphism 𝐿ℎ : 𝐿𝑋 → 𝐿𝑌 that makes commute the diagrams :

L𝛽𝑋
L𝛽 (1𝛽 ,ℎ) //

𝜏𝑋
𝛽

��

L𝛽𝑌
𝜏𝑌
𝛽

��
𝐿𝑋

𝐿ℎ // 𝐿𝑌

∀𝛽 < 𝛼.

It is easily seen that the rules 𝑋 ↦→ 𝐿𝑋 and ℎ ↦→ 𝐿ℎ yield a functor 𝐿 : C → C . Then
we let L𝛼 : 𝛼+ × C → C be the unique functor whose restriction to 𝛽+ × C equals L𝛽 for
every 𝛽 < 𝛼 , such that L𝛼 (𝛼,𝑋 ) := 𝐿𝑋 for every 𝑋 ∈ Ob(C ), and

L𝛼 (−→𝛽𝛼, 1𝑋 ) := 𝜏𝑋𝛽 L𝛼 (1𝛼 , ℎ) := 𝐿ℎ ∀𝑋 ∈Ob(C ),∀𝛽 < 𝛼,∀ℎ ∈Mor(C ).

• By remark 4.1.2(iii), under the stated assumptions, we may find a cardinal 𝜅 such
that every element of I is 𝜅-small relative to the weak saturation of I . Pick a 𝜅-filtered
limit ordinal 𝛼 (e.g. we may take 𝜆 := 𝜅+, by example 4.1.3(iii)), and let L : C → C be
the functor such that L(𝑋 ) := L𝛼 (𝛼,𝑋 ) and L(ℎ) := L𝛼 (1𝛼 , ℎ) for every 𝑋 ∈ Ob(C ) and
ℎ ∈ Mor(C ); let also 𝜆• : 1C ⇒ L be the natural transformation such that

𝑋 ↦→ L𝛼 (−→0𝛼, 1𝑋 ) ∀𝑋 ∈ Ob(C ).

We claim that the pair (L, 𝜆) fulfills conditions (a) and (b) of the theorem. Indeed, the
construction and lemma 3.1.8 make it clear that (b) holds.

Lastly, let 𝑋 ∈ Ob(C ), (𝑓 : 𝐴 → 𝐵) ∈ I and 𝑔 ∈ C (𝐴, L𝑋 ); we need to exhibit
a morphism ℎ : 𝐵 → L𝑋 such that ℎ𝑓 = 𝑔. However, our choice of 𝛼 implies that
there exists some 𝛽 < 𝛼 and a morphism 𝑔𝛽 : 𝐴 → L𝛽𝑋 with 𝑔 = 𝑔𝛽 ◦ L𝛼 (−→𝛽𝛼, 1𝑋 ). By
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construction, we have the commutative diagram :

𝐴

𝜏L𝛽𝑋
(𝑓 ,𝑔𝛽 ) //

𝑓

��

𝑆 (L𝛽𝑋 )
𝜇L𝛽𝑋 //

𝜈L𝛽𝑋
��

L𝛽𝑋

L𝛼 (
−−→
𝛽𝛽+,1𝑋 )

��
𝐵

𝜂L𝛽𝑋
(𝑓 ,𝑔𝛽 ) // 𝑇 (L𝛽𝑋 )

𝜔L𝛽𝑋 // L𝛽
+
𝑋

and the composition of the top horizontal arrows is 𝑔𝛽 . Denote ℎ𝛽 : 𝐵 → L𝛽
+
𝑋 the

composition of the bottom arrows; then ℎ := L𝛼 (
−−→
𝛽+𝛼, 1𝑋 ) ◦ ℎ𝛽 will do. □

Corollary 4.1.9. (Small object argument) Let C be a cocomplete category, and I a set of
morphisms of C . Suppose that every element of I is small relative to the weak saturation
J of I . Then we have :

(i) For every morphism 𝑓 of C there exists 𝑖 ∈J and 𝑔 ∈ 𝑟 (I ) with 𝑓 = 𝑔 ◦ 𝑖 .
(ii) The couple (𝑙 (𝑟 (I )), 𝑟 (I )) is a weak factorization system for C .
(iii) 𝑙 (𝑟 (I )) is the saturation of I .

Proof. (i): Let 𝑓 : 𝑋 → 𝑌 be any morphism of C , and let us regard 𝑓 as an object of
C /𝑌 . By lemma 3.1.12(i,iv), 𝑟 (I /𝑌 ) = 𝑟 (I )/𝑌 and J /𝑌 is weakly saturated; moreover,
according to remark 4.1.2(i), every element of I /𝑌 is small relative to J /𝑌 , so also
relative the weak saturation of I /𝑌 . Then the assertion follows by applying theorem
4.1.8 to the cocomplete category C /𝑌 (corollary 1.4.6(iii)) and the set I /𝑌 ⊂ Mor(C /𝑌 ).

(ii): Since J ⊂ 𝑙 (𝑟 (I )) (proposition 3.1.9(v)), the assertion follows from (i).
(iii): By proposition 3.1.9(v), the saturation of I lies in 𝑙 (𝑟 (I )). For the converse

inclusion, let 𝑓 ∈ 𝑙 (𝑟 (I )), and write 𝑓 = 𝑔 ◦ 𝑖 as in (i); proposition 3.1.10 implies that 𝑓
is a retract of 𝑖 , so it lies in the saturation of I . □

4.2. Accessible functors. The considerations of this §, that originate in [1, Exp.I, §9],
will be used in §4.5, together with the small object argument, in order to exhibit generat-
ing sets of trivial cofibrations for suitable model categories.

Definition 4.2.1. Let C ,D be two categories, 𝑋 ∈ Ob(C ), and 𝜅 a cardinal.
(i) We say that a functor 𝐹 : C → D is 𝜅-accessible, if C is 𝐼 -cocomplete and 𝐹

preserves 𝐼 -colimits, for every 𝜅-filtered partially ordered set 𝐼 .
(ii) We say that 𝑋 is 𝜅-accessible, if the same holds for the functor

ℎ𝑋 op : C → Set 𝑌 ↦→ C (𝑋,𝑌 ).
The full subcategory of C formed by the 𝜅-accessible objects shall be denoted :

Acc𝜅 (C ).
(iii) We say that the functor 𝐹 (resp. the object 𝑋 ) is accessible, if 𝐹 (resp. 𝑋 ) is 𝛼-

accessible for some cardinal 𝛼 .
(iv) We say that a presheaf 𝑆 on C has size ≤ 𝜅, if |𝑆𝑌 | ≤ 𝜅 for every 𝑌 ∈ Ob(C ).

Remark 4.2.2. (i) In the situation of definition 4.2.1(i), if 𝐹 is𝜅-accessible, then it is also𝜅′-
accessible for every cardinal 𝜅′ ≥ 𝜅. Notice also that 𝐹 is 1-accessible (resp. 𝜅-accessible
with 2 ≤ 𝜅 < ℵ0) if and only if it preserves all colimits indexed by partially ordered sets
(resp. all small filtered colimits).

(ii) Clearly, every composition of 𝜅-accessible functors is 𝜅-accessible.
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(iii) Let 𝐽 be a small category, C any category, D a 𝐽 -cocomplete category,𝐺 : 𝐽 ×C →
D a functor, and for every 𝑗 ∈ Ob(𝐽 ) denote 𝐺 𝑗 : C → D the restriction of 𝐺 to the full
subcategory { 𝑗} × C ∼−→ C . It follows from lemma 1.3.4 that if each 𝐺 𝑗 is 𝜅-accessible,
the same holds for the colimit colim′𝐽 𝐺 : C → D .

(iv) Let C be a category, A a small category, and 𝐹 : C → Â a functor. Since the
colimits are computed termwise in Â (remark 1.6.2(i)), we see that 𝐹 is𝜅-accessible⇔ the
composition e𝐴 ◦ 𝐹 : C → Set with the evaluation functor e𝐴 : Â → Set is 𝜅-accessible,
for every 𝐴 ∈ Ob(A ) (see §1.3.2).

(v) In the situation of (iv), taking into account (i), we see that 𝐹 is accessible⇔ e𝐴 ◦ 𝐹
is accessible for every 𝐴 ∈ Ob(A ).
(vi) Clearly every 𝜅-accessible object is 𝜅-small (see definition 4.1.1(ii)); the converse

holds if 2 ≤ 𝜅 < ℵ0, by virtue of [13, Prob.2.45] and remark 4.1.2(iii), but for 𝜅 ≥ ℵ0 it is
unclear whether these two conditions are equivalent.

Lemma 4.2.3. For every small category 𝐽 , the functor Lim𝐽 : Set𝐽 → Set is 𝜅-accessible
for every cardinal 𝜅 ≥ |Mor(𝐽 ) | (see definition 1.1.1(i) and §1.3).

Proof. Let 𝐸 be the category with Ob(𝐸) =: {𝑠, 𝑡} and with 𝐸 (𝑠, 𝑡) := {𝑑0, 𝑑1}. Also, for
every 𝑓 ∈ Mor(𝐽 ), let 𝑠 (𝑓 ) and 𝑡 (𝑓 ) be the source and target of 𝑓 . We have a functor

Φ : Set𝐽 → Set𝐸 𝐹• ↦→
( l

𝑗∈Ob( 𝐽 )
𝐹 𝑗

𝑑0 //
𝑑1

//
l

𝑓 ∈Mor( 𝐽 )
𝐹𝑡 (𝑓 )

)
where 𝑑0 (resp. 𝑑1) is the unique map whose composition with the natural projectiond
𝑓 ∈Mor( 𝐽 ) 𝐹𝑡 (𝑓 ) → 𝐹𝑡 (𝑓 ) equals the projection 𝑝𝑡 (𝑓 ) :

d
𝑗∈Ob( 𝐽 ) 𝐹 𝑗 → 𝐹𝑡 (𝑓 ) (resp. equals

𝐹𝑓 ◦𝑝𝑠 (𝑓 ) ) for every 𝑓 ∈ Mor(𝐽 ). With this notation, we have an isomorphism of functors:
Lim
𝐽

∼−→ Lim
𝐸
◦Φ

(see the proof of [13, Prop.2.40]). However, finite limits commute with all filtered colimits
in the category Set, so Lim𝐸 is in particular 𝜅-accessible, and we are reduced to check-
ing that the same holds for the functor Φ (remark 4.2.2(ii)). Moreover, since (limits and)
colimits are computed termwise in the categories of functors, we are further reduced to
showing that every set 𝑆 of cardinality ≤ 𝜅 induces a 𝜅-accessible functor

Set𝑆 → Set (𝑋𝑠 | 𝑠 ∈ 𝑆) ↦→
l

𝑠∈𝑆
𝑋𝑠

(here we regard 𝑆 as a discrete category, so the objects of Set𝑆 are the sequences 𝑋• :=
(𝑋𝑠 | 𝑠 ∈ 𝑆) of sets, and the morphisms 𝑓• : 𝑋• → 𝑌• are the systems (𝑓𝑠 : 𝑋𝑠 → 𝑌𝑠 | 𝑠 ∈ 𝑆)
of maps of sets). The assertion means that for every 𝜅-filtered partially ordered set 𝐼 , and
every functor 𝐹 : 𝐼 → Set𝑆 , the natural map :

(∗) colim
𝑖∈𝐼

l

𝑗∈𝑆
𝐹 (𝑖) 𝑗 →

l

𝑗∈𝑆
colim
𝑖∈𝐼

𝐹 (𝑖) 𝑗

is bijective. Now, for every 𝑖 ∈ 𝐼 and 𝑥• := (𝑥 𝑗 | 𝑗 ∈ 𝑆) ∈ 𝑃𝑖 :=
d
𝑗∈𝑆 𝐹 (𝑖) 𝑗 , denote by [𝑥•]

the class of 𝑥• in colim𝑖∈𝐼 𝑃𝑖 , and for every 𝑖 ∈ 𝐼 , 𝑗 ∈ 𝑆 and 𝑦 ∈ 𝐹 (𝑖) 𝑗 , denote by [𝑦] 𝑗 the
class of 𝑦 in 𝐶 𝑗 := colim𝑖∈𝐼 𝐹 (𝑖) 𝑗 . With this notation, (∗) is the map such that :

[𝑥•] ↦→ ([𝑥 𝑗 ] 𝑗 | 𝑗 ∈ 𝐽 ) ∀𝑖 ∈ 𝐼 ,∀𝑥• ∈ 𝑃𝑖 .
To check the surjectivity of (∗), let ( [𝑦 𝑗 ] 𝑗 | 𝑗 ∈ 𝑆) be any element of

d
𝑗∈𝑆 𝐶 𝑗 ; hence, for

every 𝑗 ∈ 𝑆 there exists 𝑖 ( 𝑗) ∈ 𝐼 such that 𝑦 𝑗 ∈ 𝐹 (𝑖) 𝑗 , and since 𝐼 is 𝜅-filtered, we can find
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𝑙 ∈ 𝐼 such that 𝑙 ≥ 𝑖 ( 𝑗) for every 𝑗 ∈ 𝑆 . For every such 𝑗 , let then 𝑧 𝑗 ∈ 𝐹 (𝑙) 𝑗 be the image
of 𝑦 𝑗 ; then ( [𝑦 𝑗 ] 𝑗 | 𝑗 ∈ 𝑆) = ( [𝑧 𝑗 ] 𝑗 | 𝑗 ∈ 𝑆), and ( [𝑧 𝑗 ] 𝑗 | 𝑗 ∈ 𝑆) is the image of [𝑧 𝑗 | 𝑗 ∈ 𝑆]
under (∗).

Lastly, let 𝑖, 𝑖′ ∈ 𝐼 and 𝑥• ∈ 𝑃𝑖 , 𝑥 ′• ∈ 𝑃𝑖′ , and suppose that (∗) maps [𝑥•] and [𝑥 ′•] to
the same element of

d
𝑗∈𝑆 𝐶 𝑗 ; this means that for every 𝑗 ∈ 𝑆 there exists 𝑖 ( 𝑗) ∈ 𝐼 with

𝑖 ( 𝑗) ≥ 𝑖, 𝑖′, such that 𝑥 𝑗 and 𝑥 ′𝑗 have the same images in 𝑃𝑖 ( 𝑗 ) . Then we may find 𝑙 ∈ 𝐼
such that 𝑙 ≥ 𝑖 ( 𝑗) for every 𝑗 ∈ 𝑆 , whence [𝑥•] = [𝑥 ′•]. □

Proposition 4.2.4. Let C be a cocomplete category, 𝐽 a small category, 𝛼 a cardinal, and
𝐹• : 𝐽 → C a functor such that 𝐹 𝑗 is an 𝛼-accessible object of C for every 𝑗 ∈ Ob(𝐽 ). Set
𝛽 := max(𝛼, |Mor(𝐽 ) |). Then 𝐹 := colim𝐽 𝐹• is a 𝛽-accessible object of C .

Proof. Let Λ be a 𝛽-filtered partially ordered set, 𝐺• : Λ → C a functor, and 𝜏• := (𝜏𝜆 :
𝐺𝜆 → 𝐺 | 𝜆 ∈ Λ) a universal co-cone for 𝐺•; we deduce natural bijections :

lim
−→
𝜆∈Λ

C (𝐹,𝐺𝜆) ∼−→ lim
−→
𝜆∈Λ

lim
←−

𝑗 ∈Ob( 𝐽 )

C (𝐹 𝑗 ,𝐺𝜆)

∼−→ lim
←−

𝑗 ∈Ob( 𝐽 )

lim
−→
𝜆∈Λ

C (𝐹 𝑗 ,𝐺𝜆) (by lemma 4.2.3)

∼−→ lim
←−

𝑗 ∈Ob( 𝐽 )

C (𝐹 𝑗 ,𝐺) (since each 𝐹 𝑗 is 𝛼-accessible)

∼−→ C (𝐹,𝐺)

whose composition is induced by the universal co-cone 𝜏•, whence the contention. □

Corollary 4.2.5. Let C be a small category, and I a subset of Mor(Ĉ ). We have :

(i) Every object 𝐹 of Ĉ is 𝜅-accessible for every cardinal 𝜅 ≥ |Mor(C /𝐹 ) |.
(ii) (𝑙 (𝑟 (I )), 𝑟 (I )) is a weak factorization system for Ĉ .
(iii) 𝑙 (𝑟 (I )) is the saturation of I .

Proof. Since Ĉ is cocomplete (remark 1.6.2(i)), we have (i)⇒(ii,iii) by corollary 4.1.9(ii,iii).

(i): If 𝐹 is representable, say 𝐹 = ℎ𝐴 for some 𝐴 ∈ Ob(C ), then the functor Ĉ (𝐹,−)
is isomorphic to the evaluation functor : 𝐺 ↦→ 𝐺𝐴, by Yoneda’s lemma, and the latter
preserves small colimits (see §1.3.2), so 𝐹 is 𝜅-small for every cardinal 𝜅.

For a general 𝐹 , by proposition 1.7.3 there exists a functor 𝐹• : C /𝐹 → Ĉ , with 𝐹 𝑗
representable for every 𝑗 ∈ Ob(𝐽 ), and such that 𝐹 represents the colimit of 𝐹•; then it
suffices to invoke proposition 4.2.4 to conclude. □

Example 4.2.6. Let A and B be two small categories, and (𝐺 : B̂ ⇄ Â : 𝐹 ) an adjoint
pair of functors. Then we claim that 𝐹 is accessible. For the proof, in light of remark
4.2.2(v), it suffices to check that the same holds for the composition e𝐵 ◦ 𝐹 , for every
𝐵 ∈ Ob(B). However, Yoneda’s lemma yields a natural identification :

e𝐵 ◦ 𝐹 (𝑋 ) ∼−→ B̂(ℎ𝐵, 𝐹𝑋 ) ∼−→ Â (𝐺 (ℎ𝐵), 𝑋 ) ∀𝑋 ∈ Ob(Â )

so that we are reduced to the assertion that𝐺 (ℎ𝐵) is an accessible object of Â , for every
𝐵 ∈ Ob(B), which holds by corollary 4.2.5(i).

Corollary 4.2.7. Let C be a small category, and M the class of all monomorphisms in Ĉ .
Then (M , 𝑟 (M )) is a weak factorization system for Ĉ .
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Proof. For every 𝑎 ∈ Ob(C ), let J𝑎 be the set of all epimorphisms ℎ𝑎 → 𝐾 such that
𝐾 (𝑏) is a quotient set of ℎ𝑎 (𝑏), for every 𝑏 ∈ Ob(C ) (i.e. 𝐾 (𝑏) = ℎ𝑎 (𝑏)/∼ for some
equivalence relation ∼ on ℎ𝑎 (𝑏)). Let I be the set of all monomorphisms of Ĉ of the
form 𝐿 ↩→ 𝐾 , with 𝐾 ∈ ⋃

𝑎∈Ob(C ) J𝑎 . We shall show that M = 𝑙 (𝑟 (I )); it will follow
that 𝑟 (M ) = 𝑟 (I ) (proposition 3.1.9(iii)), whence the assertion, in view of corollary
4.2.5(ii).

Now, by corollary 4.2.5(iii), 𝑙 (𝑟 (I )) is the saturation of I ; in particular, 𝑙 (𝑟 (I )) ⊂
M , in light of example 3.1.14(ii). For the converse, consider a commutative diagram :

𝐴
𝑓 //

𝑖
��

𝑋

𝑝

��
𝐵

𝑔 // 𝑌

where 𝑖 ∈M and 𝑝 ∈ 𝑟 (I ), and denote by D the set of all morphisms ℎ : 𝐵′ → 𝑋 with
𝐴 ⊂ 𝐵′ ⊂ 𝐵 and such that ℎ is a diagonal filler for the induced diagram :

𝐴
𝑓 //

��

𝑋

𝑝

��
𝐵′

𝑔|𝐵′ // 𝑌 .

Notice that D ≠ ∅, since 𝑓 ∈ D . We endow D with the partial order such that

(ℎ1 : 𝐵1 → 𝑋 ) ≤ (ℎ2 : 𝐵2 → 𝑋 ) ⇔ 𝐵1 ⊂ 𝐵2 and ℎ1 = ℎ2 |𝐵1 .
Clearly, if (ℎ𝑖 : 𝐵𝑖 → 𝑋 | 𝑖 ∈ 𝐼 ) is any totally ordered subset of D , then there exists a
unique (ℎ : 𝐵′ → 𝑋 ) ∈ D with 𝐵′ :=

⋃
𝑖∈𝐼 𝐵𝑖 , and such that ℎ ≥ ℎ𝑖 for every 𝑖 ∈ 𝐼 . By

Zorn’s lemma, D admits therefore a maximal element 𝑘 : 𝐶 → 𝑋 , and we are reduced to
checking that𝐶 = 𝐵. To this aim, recall that there exists a small category 𝐽 and a functor
𝐹• : 𝐽 → Ĉ whose colimit is represented by 𝐵, and such that 𝐹 𝑗 is a representable presheaf
for every 𝑗 ∈ Ob(𝐽 ) (proposition 1.7.3). Hence, if𝐶 ≠ 𝐵, there exists some 𝑗 ∈ Ob(𝐽 ) such
that the image 𝐾 of 𝐹 𝑗 in 𝐵 does not lie in 𝐶; with 𝐿 := 𝐶 ∩ 𝐾 we get a commutative
diagram :

𝐿
� � //� _

��

𝐶
𝑘 // 𝑋

𝑝

��
𝐾
� � // 𝐵

𝑔 // 𝑌

that, by assumption, admits a diagonal filler 𝑘 ′ : 𝐾 → 𝑋 . Set 𝐶′ := 𝐶 ∪ 𝐾 ⊂ 𝐵; then 𝑘
and 𝑘 ′ induce a morphism 𝑘 ′′ : 𝐶′ → 𝑋 , and it is easily seen that 𝑘 ′′ ∈ D and 𝑘 ′′ > 𝑘 , a
contradiction. □

Remark 4.2.8. (i) Corollary 4.2.7 also admits the following more constructive proof. Let
us first notice that for every 𝑋 ∈ Ob(Ĉ ) there exists a monomorphism 𝑋 → 𝑌 such
that 𝑌 is M -injective, i.e. 𝑌 is an injective object of Ĉ (remark 3.1.2(iii)) : indeed, this
follows directly from lemma 1.8.6, since Ĉ is cartesian closed and has a subobject classifier
(remark 1.7.8(ii) and proposition 1.8.4(i)).

Next, let 𝑓 : 𝑋 ′ → 𝑋 be any morphism of Ĉ ; we regard 𝑓 as an object of Ĉ /𝑋 ,
which is equivalent to the category of presheaves overC /𝑋 (lemma 1.7.2(i)). Then, by the
foregoing, there exists a monomorphism 𝑗/𝑋 : (𝑋 ′, 𝑓 ) → (𝑌,𝑔) in Ĉ /𝑋 such that (𝑌,𝑔)
is an injective object of Ĉ /𝑋 . Thus, 𝑓 = 𝑔 ◦ 𝑗 , and since the source functor Ĉ /𝑋 → Ĉ
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preserves and reflects monomorphisms (corollary 1.4.6(i)), it is then easily seen that 𝑗 is
a monomorphism of Ĉ , and that 𝑔 : 𝑌 → 𝑋 has the right lifting property with respect to
the class of monomorphisms of Ĉ , as required.

(ii) For every small category A , corollary 4.2.7 yields a model category structure on
Â with W = Mor(Â ), whose cofibrations are the monomorphisms of Â .

Proposition 4.2.9. Let 𝛼 be an infinite cardinal, A an 𝛼-small category, and 𝐹 ∈ Ob(Â ).
Then we have :

(i) 𝐹 is the 𝛼-filtered union of its 𝛼-accessible subpresheaves.

(ii) 𝐹 is 𝛼-accessible if and only if it has size ≤ 𝛼 .

Proof. Let F be the set of subpresheaves of 𝐹 of size ≤ 𝛼 , endowed with the partial order
induced by inclusion of presheaves. Since 𝛼 is infinite, we easily see that (F , ≤) is 𝛼-
filtered. Let 𝑈 : (F , ≤) → Â be the inclusion; we have an obvious co-cone 𝑗• : 𝑈 ⇒ 𝑐𝐹 ,
whence an induced morphism

𝑗 : lim
−→
𝐺∈F

𝐺 → 𝐹

and 𝑗 is a monomorphism, by example 1.3.7(iii). Notice moreover that for every 𝐴 ∈
Ob(A ), the image of every morphism of presheaves ℎ𝐴 → 𝐹 lies in F , since by assump-
tion |Mor(A ) | ≤ 𝛼 . On the other hand, 𝐹 is the colimit of a system of representable
presheaves (proposition 1.7.3); furthermore, for every functor 𝑆 : 𝐼 → Set and every uni-
versal co-cone 𝜏• : 𝑆 ⇒ 𝑐𝑇 , we have 𝑇 =

⋃
𝑖∈Ob(𝐼 ) 𝜏𝑖 (𝑆𝑖). Since the colimits of Â are

computed termwise, we conclude that 𝑗 is an isomorphism.
Now, if 𝐹 is 𝛼-accessible, it follows that there exists 𝐺 ∈ F and 𝑓 ∈ Â (𝐹,𝐺) such

that 1𝐹 is the composition of 𝑓 with the inclusion 𝑗𝐺 : 𝐺 → 𝐹 ; but then 𝑗𝐺 must be an
isomorphism, so 𝐹 has size ≤ 𝛼 . Conversely, if 𝐹 has size ≤ 𝛼 , then |Mor(A /𝐹 ) | ≤ 𝛼

(remark 1.1.7), and therefore 𝐹 is 𝛼-accessible, by corollary 4.2.5(i) and remark 4.2.2(i).
This concludes the proof of (i) and (ii). □

Corollary 4.2.10. Let 𝛼 be an infinite cardinal, A an 𝛼-small category, and 𝐹 an 𝛼-
accessible object of Â . Then :

(i) Every subobject and every quotient of 𝐹 is 𝛼-accessible.

(ii) The category Acc𝛼 (Â ) is finitely complete and finitely cocomplete.

Proof. (i): By proposition 4.2.9(ii), 𝐹 has size ≤ 𝛼 , and the assertion means that the same
holds for every subobject and every quotient of 𝐹 , which is obvious.

(ii): Let 𝐼 be a finite category and 𝜙 : 𝐼 → Â a functor such that 𝜙 (𝑖) is 𝛼-accessible
for every 𝑖 ∈ Ob(𝐼 ). Again by proposition 4.2.9(ii), it is clear that the limit and colimit of
𝜙 are 𝛼-accessible, so we conclude with [13, Lemme 2.52]. □

Proposition 4.2.11. (i) LetA,B be two small categories, 𝐹 :Â →B̂ an accessible functor.
Then there exists a cardinal 𝛼 such that for every cardinal 𝛽 ≥ 𝛼 we have :

𝐹 (Acc𝛽 (Â )) ⊂ Acc𝛽𝛼 (B̂).

(ii) In particular, if 𝛽0 ≥ 𝛼 and 𝛽 = 2𝛽0 , then :

𝐹 (Acc𝛽 (Â )) ⊂ Acc𝛽 (B̂).
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Proof. (i): Let 𝛾 be a cardinal ≥ max(ℵ0, |Mor(A ) |) such that 𝐹 is 𝛾-accessible. Let
Acc0𝛾 (Â ) be the full subcategory ofAcc𝛾 (Â )whose objects are the𝛾-accessible presheaves
𝑋 on A such that 𝑋 (𝐴) ∈ 𝛾 for every 𝐴 ∈ Ob(A ). Then Acc0𝛾 (Â ) is a small category,
and the inclusion functor Acc0𝛾 (Â ) → Acc𝛾 (Â ) is an equivalence of categories, by virtue
of proposition 4.2.9(ii). Taking into account corollary 4.2.5(i), it follows that there exists
a cardinal 𝛼 ≥ 𝛾 such that 𝐹 sends every 𝛾-accessible presheaf on A to an 𝛼-accessible
presheaf on B. Let now 𝛽 ≥ 𝛼 be another cardinal, 𝑋 a 𝛽-accessible object of Â , and
denote by (𝐼 , ≤) the partially ordered set of 𝛾-accessible subobjects of 𝑋 . Since 𝑋 has size
≤ 𝛽 and since each element of 𝐼 has size ≤ 𝛾 (proposition 4.2.9(ii)) we easily see that
|𝐼 | ≤ 𝛽𝛾 . By proposition 4.2.9(i), (𝐼 , ≤) is 𝛾-filtered and 𝑋 represents the colimit of the
inclusion functor (𝐼 , ≤) → Â . Since 𝐹 is 𝛾-accessible, we get an induced isomorphism :

colim
𝑌 ∈𝐼

𝐹𝑌 ∼−→ 𝐹𝑋 .

Since 𝛽𝛼 ≥ max(𝛽𝛾 , 𝛼), we then conclude that 𝐹𝑋 is 𝛽𝛼 -accessible, by proposition 4.2.4
and remark 4.2.2(i).

(ii): Notice that 𝛽0𝛼 = 𝛽0, so 𝛽𝛼 = (2𝛽0 )𝛼 = 2𝛽0𝛼 = 2𝛽0 = 𝛽 , and apply (i). □

4.2.12. Let us now specialize as follows the situation of theorem 4.1.8 : we take C := Â

for a given small category A , and I shall be a set of monomorphisms of Â (corollary
4.2.5(i)); recall that Ω denotes the class of all ordinals, and for every 𝛼 ∈ Ω we let 𝛼+ :=
𝛼 + 1. The proof of loc.cit. attaches to I a family of functors (L𝛼 : 𝛼+ × Â → Â | 𝛼 ∈ Ω)
such that the restriction of L𝛼 to 𝛽+ × Â equals L𝛽 , for every 𝛽 ≤ 𝛼 . For every 𝛼 ∈ Ω, let
us then denote also

L𝛼 : Â → Â

the restriction of L𝛼 to the full subcategory {𝛼} × Â ∼−→ Â .

Proposition 4.2.13. For every ordinal 𝛼 , the following holds :
(i) L𝛼 sends monomorphisms to monomorphisms.

(ii) Every pair of monomorphisms 𝑋→𝑍←𝑌 of Â induces an isomorphism :

L𝛼 (𝑋 ∩ 𝑌 ) ∼−→ L𝛼 (𝑋 ) ∩ L𝛼 (𝑌 ).

(iii) L𝛼 is accessible.

Proof. We argue by transfinite induction on 𝛼 . Since L0 = 1C , the assertions are trivial
for 𝛼 = 0. Next, define the functors 𝑆,𝑇 : Â → Â and the natural transformations
𝜇• : 𝑆 ⇒ 1Â and 𝜈• : 𝑆 ⇒ 𝑇 as in the proof of theorem 4.1.8, so that we have a
cocartesian diagram :

𝑆𝑋
𝜇𝑋 //

𝜈𝑋
��

𝑋

��
𝑇𝑋 // L1𝑋

∀𝑋 ∈ Ob(Â ).

According to remark 4.2.2(iii), in order to check that L1 is accessible, it then suffices to
show that the same holds for the functors 𝑆 and𝑇 . Let us recall the constructions of these
functors : first, for every morphism 𝑢 : 𝑋 → 𝑌 of Â , let

𝑆𝑢 : Â → Â (resp. 𝑇𝑢 : Â → Â )
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be the composition of the functor ℎ𝑋 op : Â → Set with the functor𝑋 (−) (resp. with𝑌 (−) :
notation of §1.2.14). We then have :

𝑆𝑋 :=
⊔
𝑢∈I

𝑆𝑢𝑋 𝑇𝑋 :=
⊔
𝑢∈I

𝑇𝑢𝑋 .

Now, the functor ℎ𝑋 op is accessible for every𝑋 ∈ Ob(Â ) (corollary 4.2.5(i)), and the same
holds for 𝑋 (−) , by virtue of remark 1.6.4(i), hence 𝑆𝑢 is accessible for every morphism 𝑢

of Â (remark 4.2.2(i,ii)), and then the same holds for 𝑆 , by remark 4.2.2(iii). Likewise we
check that 𝑇 is accessible. Next, let us observe :

Claim 4.2.14. (i) Let 𝑆1
𝑖1←− 𝑆0

𝑖2−→ 𝑆2 be maps of sets, and suppose that 𝑖1 is injective. Then
𝑆 := (𝑆1 \ 𝑖1 (𝑆0)) ⊔𝑆2 represents the amalgamated sum 𝑆1⊔(𝑖, 𝑗 ) 𝑆2, with universal co-cone
𝑆1

𝑒1−→ 𝑆
𝑒2←− 𝑆2 given by the natural inclusion 𝑒2, and by the map 𝑒1 such that

𝑒1 (𝑠1) := 𝑠1 ∀𝑠1 ∈ 𝑆1 \ 𝑖1 (𝑆0) and 𝑒1 (𝑖1 (𝑠0)) := 𝑖2 (𝑠0) ∀𝑠0 ∈ 𝑆0.

(ii) Consider a commutative diagram of Â :

(∗)
𝑋1

𝑖1
��

𝑋0oo //

𝑖0
��

𝑋2

𝑖2
��

𝑆1 𝑆0oo // 𝑆2

and suppose that both 𝑖2 and the induced morphism 𝑘 : 𝑋1 ⊔𝑋0 𝑆0 → 𝑆1 are monomor-
phisms. Then the same holds for the induced morphism :

𝑋1 ⊔𝑋0 𝑋2 → 𝑆1 ⊔𝑆0 𝑆2 .

(iii) Consider a commutative diagram of Â :

𝑋1

��

𝑋0
𝑥1oo 𝑥2 //

��

𝑋2

��
𝑆1 𝑆0

𝑠1oo 𝑠2 // 𝑆2

𝑌1

OO

𝑌0
𝑦1oo 𝑦2 //

OO

𝑌2

OO

and suppose that :
(a) 𝑥1, 𝑠1, 𝑦1 and all the vertical arrows are monomorphisms of Â
(b) the two square subdiagrams on the left are cartesian.

Then the induced morphism :

𝜔 : (𝑋1 ×𝑆1 𝑌1) ⊔𝑋0×𝑆0𝑌0 (𝑋2 ×𝑆2 𝑌2) → (𝑋1 ⊔𝑋0 𝑋2) ×𝑆1⊔𝑆0𝑆2 (𝑌1 ⊔𝑌0 𝑌2)

is an isomorphism.

Proof : (i): Let 𝑆1
𝑓1−→ 𝑋

𝑓2←− 𝑆2 be two maps of sets such that 𝑓1𝑖1 = 𝑓2𝑖2; let 𝑓 : 𝑆 → 𝑋 be
the map such that 𝑓 (𝑠1) := 𝑓1 (𝑠1) for every 𝑠1 ∈ 𝑆1 \ 𝑖1 (𝑆0) and 𝑓 (𝑠2) := 𝑓2 (𝑠2) for every
𝑠2 ∈ 𝑆2. It is easily seen that 𝑓 is the unique map with 𝑓 𝑒𝑘 = 𝑓𝑘 for 𝑘 = 1, 2, whence the
assertion.
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(ii): We regard (∗) as the composition of two diagrams :

(∗∗)

𝑋1

𝑖1
��

𝑋0oo //

𝑖0
��

𝑋2

𝑖2
��

𝑋1 ⊔𝑋0 𝑆0

𝑘
��

𝑆0oo // 𝑆2

𝑆1 𝑆0oo // 𝑆2

and notice that both the top left and the bottom right square subdiagrams of (∗∗) are
cocartesian, and both 𝑖2 and 𝑘 are injective. Clearly, it suffices to prove the assertion
separately for the top two and the bottom two square subdiagrams; hence, after swapping
the left and right squares in the bottom subdiagram, we are reduced to the case where
the left square subdiagram of (∗) is cocartesian. In that case, we need to check that if 𝑖2
is a monomorphism, then the same holds for the induced morphism

(†) 𝑋1 ⊔𝑋0 𝑋2 → (𝑋1 ⊔𝑋0 𝑆0) ⊔𝑆0 𝑆2 ∼−→ 𝑋1 ⊔𝑋0 𝑆2.

But (†) is the push-out 𝑋1 ⊔𝑋0 𝑖2, so the assertion follows from example 3.1.14(ii).
(iii): The morphism 𝜔 is induced by the pair of morphisms :

𝑋1 ×𝑆1 𝑌1
𝑓1−→ (𝑋1 ⊔𝑋0 𝑋2) ×𝑆1⊔𝑆0𝑆2 (𝑌1 ⊔𝑌0 𝑌2)

𝑓2←− 𝑋2 ×𝑆2 𝑌2
where (𝑓𝑖 | 𝑖 = 1, 2) are in turn induced by the universal co-cones

(𝑒𝑋𝑖 : 𝑋𝑖 → 𝑋1 ⊔𝑋0 𝑋2 | 𝑖 = 1, 2) (𝑒𝑌𝑖 : 𝑌𝑖 → 𝑌1 ⊔𝑌0 𝑌2 | 𝑖 = 1, 2).

Since the limits and colimits of Â are computed termwise (see 1.3), we are then reduced to
checking the corresponding assertions, where Â is replaced by the category Set. More-
over, notice that the assertion is an intrinsic property of 𝜔 , i.e. it is independent of the
choices of representatives for the amalgamated sums and fibre products appearing in the
source and target of 𝜔 . Then, since 𝑥1, 𝑠1 and 𝑦1 are monomorphisms of Set (i.e. injec-
tions), we may take representatives as in (i) :

𝑋1 ⊔𝑋0 𝑋2
∼−→ (𝑋1 \ 𝑋0) ⊔ 𝑋2 𝑆1 ⊔𝑆0 𝑆2 ∼−→ (𝑆1 \ 𝑆0) ⊔ 𝑆2 𝑌1 ⊔𝑌0 𝑌2 ∼−→ (𝑌1 \ 𝑌0) ⊔ 𝑌2

with universal co-cone 𝑋1
𝑒𝑋1−−→ (𝑋1 \𝑋0) ⊔𝑋2

𝑒𝑋2←−− 𝑋2 given by the obvious inclusion map
𝑒𝑋2 , and by the map 𝑒𝑋1 such that 𝑒𝑋1 (𝑎) := 𝑎 for every 𝑎 ∈ 𝑋1 \ 𝑋0, and 𝑒𝑋1 (𝑎) := 𝑥2 (𝑎)
for every 𝑎 ∈ 𝑋0; and likewise for the corresponding universal co-cone (𝑒𝑆𝑖 | 𝑖 = 1, 2) for
(𝑆1 \ 𝑆0) ⊔ 𝑆2 (resp. (𝑒𝑌𝑖 | 𝑖 = 1, 2) for (𝑌1 \ 𝑌0) ⊔ 𝑌2).

Furthermore, since the vertical arrows are monomorphisms of Set, we may regard 𝑋𝑖
and 𝑌𝑖 as subsets of 𝑆𝑖 for 𝑖 = 0, 1, 2, and we have natural identifications :

𝑋𝑖 ×𝑆𝑖 𝑌𝑖 ∼−→ 𝑋𝑖 ∩ 𝑌𝑖 ∀𝑖 = 0, 1, 2.

Also, since the two square subdiagrams on the left are cartesian, we have as well :

(††) 𝑌0 = 𝑌1 ∩ 𝑆0 𝑋0 = 𝑋1 ∩ 𝑆0.
Thus, 𝜔 comes down to the map :

(𝑋1 ∩ 𝑌1) ⊔𝑋0∩𝑌0 (𝑋2 ∩ 𝑌2) → ((𝑋1 \ 𝑋0) ⊔ 𝑋2) ×(𝑆1\𝑆0 )⊔𝑆2 ((𝑌1 \ 𝑌0) ⊔ 𝑌2)

induced by the universal co-cones 𝑒𝑋• , 𝑒𝑆• , 𝑒𝑌• . Notice as well that the maps

(𝑋1 \ 𝑋0) ⊔ 𝑋2 → (𝑆1 \ 𝑆0) ⊔ 𝑆2 ← (𝑌1 \ 𝑌0) ⊔ 𝑌2
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restrict, by virtue of (††), to injective maps

𝑋1 \ 𝑋0 → 𝑆1 \ 𝑆0 ← 𝑌1 \ 𝑌0 𝑋2 → 𝑆2 ← 𝑌2

whence a natural identification :

((𝑋1\𝑋0)⊔𝑋2)×(𝑆1\𝑆0 )⊔𝑆2 ((𝑌1\𝑌0)⊔𝑌2) ∼−→((𝑋1\𝑋0)×𝑆1\𝑆0 (𝑌1\𝑌0))⊔(𝑋2×𝑆2𝑌2)
∼−→((𝑋1 \ 𝑋0) ∩ (𝑌1 \ 𝑌0)) ⊔ (𝑋2 ∩ 𝑌2)
∼−→ ((𝑋1 ∩ 𝑌1) \ 𝑆0) ⊔ (𝑋2 ∩ 𝑌2).

So finally 𝜔 is naturally identified with a map :

𝜔 ′ : (𝑋1 ∩ 𝑌1) ⊔𝑋1∩𝑌1∩𝑆0 (𝑋2 ∩ 𝑌2) → ((𝑋1 ∩ 𝑌1) \ 𝑆0) ⊔ (𝑋2 ∩ 𝑌2).

Lastly, (𝑋1 ∩𝑌1) ⊔𝑋1∩𝑌1∩𝑆0 (𝑋2 ∩𝑌2) is represented as in (i) by ((𝑋1 ∩𝑌1) \𝑆0) ⊔ (𝑋2 ∩𝑌2),
and it is easily seen that 𝜔 ′ is just the identity map, under these identifications. 3

Now, in light of claim 4.2.14(ii,iii), in order to prove assertions (i) and (ii) for L1, it then
suffices to show the following :

Claim 4.2.15. (i) Every monomorphism 𝑋
𝑗
−→ 𝑌 of Â induces a cartesian diagram:

D :
𝑆𝑋

𝜈𝑋 //

𝑆 𝑗
��

𝑇𝑋

𝑇 𝑗
��

𝑆𝑌
𝜈𝑌 // 𝑇𝑌

whose arrows are monomorphisms of Â , and a monomorphism 𝑆𝑌 ⊔𝑆𝑋 𝑇𝑋 → 𝑇𝑌 .

(ii) Every pair of monomorphisms 𝑋→𝑍←𝑌 of Â induces isomorphisms :

𝑆 (𝑋 ∩ 𝑌 ) ∼−→ 𝑆𝑋 ∩ 𝑆𝑌 𝑇 (𝑋 ∩ 𝑌 ) ∼−→ 𝑇𝑋 ∩𝑇𝑌 .

Proof : (i): In light of example 1.3.7(iv), in order to show that D is cartesian and that its
arrows are monomorphisms, it suffices to check that the same holds for the diagram :

D𝑢 :
𝐾 (Â (𝐾,𝑋 ) )

𝑢 (Â (𝐾,𝑋 ) ) //

𝐾 ( 𝑗∗ )
��

𝐿 (Â (𝐾,𝑋 ) )

𝐿 ( 𝑗∗ )
��

𝐾 (Â (𝐾,𝑌 ) )
𝑢 (Â (𝐾,𝑌 ) ) // 𝐿 (Â (𝐾,𝑌 ) )

for every monomorphism 𝑢 : 𝐾 → 𝐿 of Â . Since the limits and colimits of Â are
computed termwise, we then come down to proving that the diagram of sets :

Â (𝐾,𝑋 ) × 𝐾𝐴 Â (𝐾,𝑋 )×𝑢𝐴 //

𝑗∗×𝐾𝐴
��

Â (𝐾,𝑋 ) × 𝐿𝐴
𝑗∗×𝐿𝐴
��

Â (𝐾,𝑌 ) × 𝐾𝐴 Â (𝐾,𝑌 )×𝑢𝐴 // Â (𝐾,𝑌 ) × 𝐿𝐴

is cartesian and with injective arrows, for every 𝐴 ∈ Ob(A ). But since both 𝑗∗ and 𝑢𝐴
are injections, this follows by direct inspection. Lastly, in order to check that the induced
morphism 𝑆𝑌 ⊔𝑆𝑋𝑇𝑋 → 𝑇𝑌 is a monomorphism, we can again reduce to the correspond-
ing assertion for a cartesian diagram of sets with injective arrows, which follows easily
from claim 4.2.14(i).
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(ii): In order to check that the natural morphism 𝑆 (𝑋 ∩ 𝑌 ) → 𝑆𝑋 ∩ 𝑆𝑌 is an isomor-
phism, in light of example 1.3.7(iv) it suffices to show that every monomorphism 𝐾 → 𝐿

of Â induces a cartesian diagram :

𝐾 (Â (𝐾,𝑋∩𝑌 ) ) //

��

𝐾 (Â (𝐾,𝑋 ) )

��

𝐾 (Â (𝐾,𝑋 ) ) // 𝐾 (Â (𝐾,𝑍 ) )

and reasoning as in the proof of (i), we are reduced to checking that for every𝐴 ∈ Ob(A )
the induced diagram of sets :

Â (𝐾,𝑋 ∩ 𝑌 ) × 𝐾𝐴 //

��

Â (𝐾,𝑋 ) × 𝐾𝐴

��
Â (𝐾,𝑌 ) × 𝐾𝐴 // Â (𝐾,𝑍 ) × 𝐾𝐴

is cartesian. But it is clear that the diagram of sets :

Â (𝐾,𝑋 ∩ 𝑌 ) //

��

Â (𝐾,𝑋 )

��
Â (𝐾,𝑌 ) // Â (𝐾,𝑍 )

is cartesian, whence the contention. The same argument, mutatis mutandis, shows that
the natural morphism 𝑇 (𝑋 ∩ 𝑌 ) → 𝑇𝑋 ∩𝑇𝑌 is an isomorphism. 3

Next, let 𝛼 > 1 be an ordinal, and suppose that the proposition is already known for L𝛽 ,
for every ordinal 𝛽 < 𝛼 . If we have 𝛼 = 𝛽+ for some such 𝛽 , then L𝛼 = L1 ◦ L𝛽 , and since
the proposition is known for L1 and L𝛽 , we deduce it for L𝛼 as well (remark 4.2.2(i,ii)).
Lastly, if 𝛼 is a limit ordinal, then L𝛼 = colim𝛽<𝛼 L𝛽 , so L𝛼 is accessible, by virtue of
remark 4.2.2(iii), and since the filtered colimits are exact in Â (example 1.3.7(iii)), we also
get (i) and (ii) for L𝛼 . □

Corollary 4.2.16. In the situation of §4.2.12, suppose moreover that, for every element
𝑓 : 𝑋 → 𝑌 of I , the functor ℎ𝑋 op : Â → Set preserves all small filtered colimits. Then the
functor L𝛼 preserves all small filtered colimits, for every ordinal 𝛼 .

Proof. It sufices to trace the proof of proposition 4.2.13, adding the condition that ℎ𝑋 op is
2-accessible for every element 𝑋 → 𝑌 of I . Indeed, in this case we get that the same
holds for both 𝑆𝑢 and 𝑇𝑢 , for every morphism 𝑢 of Â , then also for the functors 𝑆 and 𝑇 ,
and hence also for L1. Then the assertion follows, by transfinite induction. □

4.3. Cofibrantly generatedmodel categories. As explained earlier (see corollary 4.1.9),
the small object argument is one of the possible tools for constructing weak factorization
systems. When, in a model category structure, the weak factorisation systems (C𝑜 𝑓 ,W ∩
F 𝑖𝑏) and (W ∩ C𝑜 𝑓 ,F 𝑖𝑏) can be constructed out of the small object argument, we say
that the model category is cofibrantly generated. Here is a more formal definition :

Definition 4.3.1. We say that amodel category (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) is cofibrantly generated
if C is cocomplete and there exist subsets I ,J ⊂ Mor(C ) such that :

• I is small relative to 𝑙 (𝑟 (I )) and J is small relative to 𝑙 (𝑟 (J ))
• F 𝑖𝑏 = 𝑟 (J ) and W ∩F 𝑖𝑏 = 𝑟 (I ).
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We then say that I is a generating set of cofibrations, and J is a generating set of trivial
cofibrations.

Our first important example of cofibrantly generated model category is provided by
the following theorem, which is found in [8, Th.2.3.11] :

Theorem4.3.2. For every ring𝑅 there exists a unique cofibrantly generatedmodel structure
on the category C(𝑅) of chain complexes of 𝑅-modules, whose weak equivalences are the
quasi-isomorphisms, and whose fibrations are the epimorphisms.

Proof. Recall that a quasi-isomorphism is a morphism 𝑓• : 𝑋• → 𝑌• of C(𝑅) that induces
isomorphisms𝐻𝑛 (𝑓•) : 𝐻𝑛𝑋• ∼−→ 𝐻𝑛𝑌• in homology, for every𝑛 ∈ Z. Moreover, a complex
𝑋• is acyclic if 𝐻𝑛𝑋• = 0 for every 𝑛 ∈ Z.

For every 𝑛 ∈ Z, define the chain complex 𝐷𝑛• and the morphisms 𝜙𝑛• and 𝜓 •𝑛 of C(𝑅)
as in example 3.1.15, and set I := {𝜙𝑛• | 𝑛 ∈ Z}, J := {𝜓𝑛• | 𝑛 ∈ Z}; let also E (resp. W )
be the class of epimorphisms (resp. of quasi-isomorphisms) of C(𝑅), so that E = 𝑟 (I )
and E ∩W = 𝑟 (J ). By example 4.1.7 and remark 4.1.2(iii), I and J are small in C(𝑅),
and both (𝑙 (E ), E ) and (𝑙 (E ∩W ), E ∩W ) are weak factorization systems, by corollary
4.1.9(ii); moreover, it is clear that W enjoys the 2-out-of-3 property, and it is known that
C(𝑅) is complete and cocomplete ([13, Exerc.2.98(ii) and Exemp.2.44(i)]). Thus, it remains
only to check that 𝑙 (E ) = W ∩ 𝑙 (E ∩W ).
• First, let 𝑓• ∈ E ; by applying the long exact homology sequence to the short exact

sequence (see [13, §.2.5.2]) :

0→ Ker 𝑓• → 𝑋•
𝑓•−→ 𝑌• → 0

we easily see that 𝑓• ∈ E ∩W ⇔ 𝑓• ∈ E and Ker 𝑓• is acyclic.
• Let us say that a chain complex 𝑋• is cofibrant if the unique morphism 0• → 𝑋•

is in 𝑙 (E ∩ W ); moreover, let us say that 𝑋• is termwise projective, if 𝑋𝑛 is a projective
𝑅-module for every 𝑛 ∈ Z, and that a morphism 𝑓• : 𝑋• → 𝑌• is a termwise split injection,
if 𝑓𝑛 : 𝑋𝑛 → 𝑌𝑛 is a split monomorphism of 𝑅-modules for every 𝑛 ∈ Z. We notice :

Claim 4.3.3. (i) If (𝑋•𝑑𝑋• ) ∈ Ob(C(𝑅)) is cofibrant, then it is termwise projective.
(ii) If (𝑋•, 𝑑𝑋• ) is termwise projective and bounded below, then it is cofibrant.
(iii) (𝑋•, 𝑑𝑋• ) is a projective object of C(𝑅) ⇔ (0• → 𝑋•) ∈ W ∩ 𝑙 (E ).

Proof : (i): Let 𝑞 : 𝑀 → 𝑁 be a surjective 𝑅-linear map of 𝑅-modules; then the induced
morphism 𝑞 ⊗𝑅 𝐷𝑛• : 𝑀 ⊗𝑅 𝐷𝑛• → 𝑁 ⊗𝑅 𝐷𝑛• lies in E ∩ W for every 𝑛 ∈ Z. Every
𝑅-linear map 𝑓 : 𝑋𝑛−1 → 𝑁 induces a morphism 𝑓• : 𝑋• → 𝑁 ⊗𝑅 𝐷𝑛• with 𝑓𝑛−1 := 𝑓 ,
𝑓𝑛 := 𝑓 ◦𝑑𝑋𝑛 , and 𝑓𝑘 := 0 for every 𝑘 ≠ 𝑛, 𝑛−1. If𝑋• is cofibrant, then 𝑓• lifts to a morphism
𝑔• : 𝑋• → 𝑀 ⊗𝑅 𝐷𝑛• with (𝑞 ⊗𝑅 𝐷𝑛• ) ◦ 𝑔• = 𝑓•, and especially 𝑔𝑛−1 : 𝑋𝑛−1 → 𝑀 is a lift of
𝑓 , so 𝑋𝑛−1 is projective.

(ii): Let 𝑝• : (𝑀•, 𝑑𝑀• ) → (𝑁•, 𝑑𝑁• ) be in E ∩W , and set (𝐾•, 𝑑𝐾• ) := Ker(𝑝•); this means
that 𝑝𝑛 : 𝑀𝑛 → 𝑁𝑛 is surjective for every 𝑛 ∈ N, and𝐻𝑛 (𝐾•) = 0 for every 𝑛 ∈ Z. Now, let
𝑛0 ∈ Z such that𝑋𝑘 = 0 for every 𝑘 < 𝑛0, and let 𝑓• : 𝑋• → 𝑁• be a morphism of C(𝑅); we
construct, by induction on 𝑘 ≥ 𝑛0, a system of 𝑅-linear maps𝑔• := (𝑔𝑘 : 𝑋𝑘 → 𝑀𝑘 | 𝑘 ∈ Z)
such that𝑔• is a morphism𝑋• → 𝑀• of C(𝑅) with 𝑝•◦𝑔• = 𝑓•. Clearly, 𝑔𝑘 shall be the zero
map for every 𝑘 < 𝑛0. Next, suppose that 𝑛 ≥ 𝑛0, and that 𝑔𝑘 has already been exhibited
for every 𝑘 < 𝑛; since 𝑝𝑛 is surjective and 𝑋𝑛 is projective, we may find an 𝑅-linear map
ℎ : 𝑋𝑛 → 𝑀𝑛 such that 𝑝𝑛 ◦ ℎ = 𝑓𝑛 . Set

𝐻 := 𝑑𝑀𝑛 ◦ ℎ − 𝑔𝑛−1 ◦ 𝑑𝑋𝑛 : 𝑋𝑛 → 𝑀𝑛−1.
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Then 𝑝𝑛−1 ◦𝐻 = 𝑑𝑁𝑛 ◦ 𝑝𝑛 ◦ ℎ − 𝑝𝑛−1 ◦ 𝑔𝑛−1 ◦ 𝑑𝑋𝑛 = 𝑑𝑁𝑛 ◦ 𝑓𝑛 − 𝑓𝑛−1 ◦ 𝑑𝑋𝑛 = 0, and moreover
𝑑𝑀𝑛−1 ◦ 𝐻 = −𝑑𝑀𝑛−1 ◦ 𝑔𝑛−1 ◦ 𝑑𝑋𝑛 = −𝑔𝑛−2 ◦ 𝑑𝑋𝑛−1 ◦ 𝑑𝑋𝑛 = 0, so 𝐻 factors through an 𝑅-linear
map 𝐻 ′ : 𝑋𝑛 → 𝑍𝑛−1𝐾• and the inclusion 𝑍𝑛−1𝐾• → 𝑀𝑛−1 (where 𝑍𝑛−1𝐾• denotes the
submodule of (𝑛 − 1)-cycles of 𝐾•). Since 𝐾• is acyclic, we have 𝑍𝑛−1𝐾• = 𝐵𝑛−1𝐾•, where
𝐵𝑛−1𝐾• denotes the (𝑛 − 1)-boundaries of 𝐾• (see [13, §2.5.1]). Since 𝑋𝑛 is projective,
we may therefore find an 𝑅-linear map 𝐺 : 𝑋𝑛 → 𝐾𝑛 such that 𝑑𝐾𝑛 ◦𝐺 = 𝐻 ′. Lastly, set
𝑔𝑛 := ℎ−𝐺 : 𝑋𝑛 → 𝑀𝑛 ; then𝑑𝑀𝑛 ◦𝑔𝑛 = 𝑑𝑀𝑛 ◦ℎ−𝐻 ′ = 𝑔𝑛−1◦𝑑𝑋𝑛 and 𝑝𝑛◦𝑔𝑛 = 𝑓𝑛−𝑝𝑛◦𝐺 = 𝑓𝑛 ,
as required.

(iii): In light of remark 3.1.2(ii), it suffices to check that every projective object 𝑌•
of C(𝑅) is an acyclic complex. To this aim, let (𝑃•, 𝑑𝑃• ) be the chain complex such that
𝑃𝑛 := 𝑌𝑛 ⊕ 𝑌𝑛+1 for every 𝑛 ∈ Z, with 𝑑𝑃𝑛 (𝑦,𝑦′) := (𝑑𝑌𝑛𝑦,𝑦 − 𝑑𝑌𝑛+1𝑦′) for every 𝑛 ∈ Z and
every (𝑦,𝑦′) ∈ 𝑃𝑛 . The system of natural projections (𝑝𝑛 : 𝑃𝑛 → 𝑌𝑛 | 𝑛 ∈ Z) is then an
epimorphism 𝑝• : 𝑃• → 𝑌• of C(𝑅); hence, since 𝑌• is projective, there exists a morphism
𝑠• : 𝑌• → 𝑃• of C(𝑅) such that 𝑝• ◦ 𝑠• = 1𝑌• . For every 𝑛 ∈ Z, let also 𝑞𝑛 : 𝑃𝑛 → 𝑌𝑛+1 be
the second natural projection, and set 𝐷𝑛 := 𝑞𝑛 ◦ 𝑠𝑛 : 𝑌𝑛 → 𝑌𝑛+1; notice that :

𝑑𝑌𝑛 ◦ 𝑞𝑛 + 𝑞𝑛−1 ◦ 𝑑𝑃𝑛 = 𝑝𝑛 ∀𝑛 ∈ Z.

Therefore :

𝑑𝑌𝑛+1 ◦ 𝐷𝑛 + 𝐷𝑛−1 ◦ 𝑑𝑌𝑛 = 𝑑𝑌𝑛 ◦ 𝑞𝑛 ◦ 𝑠𝑛 + 𝑞𝑛−1 ◦ 𝑑𝑃𝑛 ◦ 𝑠𝑛 = 1𝑌𝑛 ∀𝑛 ∈ Z.

In particular, if 𝑦 ∈ 𝑍𝑛𝑌•, then 𝑑𝑌𝑛+1𝐷𝑛 (𝑦) = 𝑦, so 𝑦 ∈ 𝐵𝑛𝑌•, so 𝑌• is acyclic. 3

Claim 4.3.4. Let 𝑓• : (𝑋•, 𝑑𝑋• ) → (𝑌•, 𝑑𝑌• ) be a morphism of C(𝑅), with 𝑋• cofibrant and
𝑌• acyclic. Then 𝑓• is homotopically trivial (see [13, Def.5.4]).
Proof : Define the complex (𝑃•, 𝑑𝑃• ) and the epimorphism 𝑝• : 𝑃• → 𝑌• of C(𝑅) as in the
proof of claim 4.3.3(iii), and notice that Ker(𝑝•) is isomorphic to𝑌• [1]. Especially, Ker(𝑝•)
is acyclic, so 𝑝• ∈ E ∩ W . Since 𝑋• is cofibrant, it follows that there exists a morphism
𝑔• : 𝑋• → 𝑃• of C(𝑅) such that 𝑝• ◦ 𝑔• = 𝑓•. The latter means that for every 𝑛 ∈ N there
exists an 𝑅-linear map ℎ𝑛 : 𝑋𝑛 → 𝑌𝑛+1 such that 𝑔𝑛 (𝑥) = (𝑓𝑛 (𝑥), ℎ𝑛 (𝑥)). The condition
𝑑𝑃𝑛 ◦ 𝑔𝑛 = 𝑔𝑛−1 ◦ 𝑑𝑋𝑛 then translates as the identity :

𝑓𝑛 (𝑥) − 𝑑𝑌𝑛+1ℎ𝑛 (𝑥) = ℎ𝑛−1𝑑𝑋𝑛 (𝑥) ∀𝑛 ∈ Z

i.e. ℎ• := (ℎ𝑛 | 𝑛 ∈ Z) is a chain homotopy from 𝑓• to the zero map. 3

Claim 4.3.5. A morphism 𝑖• : (𝑋•, 𝑑𝑋• ) → (𝑌•, 𝑑𝑌• ) is in 𝑙 (E ∩ W ) if and only if it is a
termwise split injection with cofibrant cokernel.
Proof : Suppose first that 𝑖• ∈ 𝑙 (E ∩W ); consider the unique morphism

𝑓• : 𝑋• → 𝑋𝑛 ⊗𝑅 𝐷𝑛+1• such that 𝑓𝑛 = 1𝑋𝑛 and 𝑓𝑛+1 = 𝑑
𝑋
𝑛+1.

Since𝑋𝑛⊗𝑅𝐷𝑛+1• is acyclic, there is a morphism𝑔• : 𝑌• → 𝑋𝑛⊗𝑅𝐷𝑛+1• such that𝑔•◦𝑖• = 𝑓•.
In particular, 𝑖𝑛 is a split monomorphism. On the other hand, since 𝑙 (E ∩W ) is saturated
(proposition 3.1.9(v)), the cocartesian diagram :

𝑋•

𝑖•
��

// 0•

��
𝑌• // Coker 𝑖•
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shows that Coker 𝑖• is cofibrant. Conversely, suppose that 𝑖• is a termwise split injection
with cofibrant cokernel, and consider a commutative square :

𝑋•

𝑖•
��

𝑓• // 𝐴•
𝑝•
��

𝑌•
𝑔• // 𝐵•

with 𝑝• ∈ E ∩W . Set (𝐾•, 𝑑𝐾• ) := Ker𝑝•, and (𝐶•, 𝑑𝐶• ) := Coker 𝑖•, so that 𝑌𝑛 = 𝑋𝑛 ⊕ 𝐶𝑛
and 𝐶𝑛 is a projective 𝑅-module for every 𝑛 ∈ Z, by claim 4.3.3. Then 𝑑𝑌𝑛 : 𝑋𝑛 ⊕ 𝐶𝑛 →
𝑋𝑛−1 ⊕ 𝐶𝑛−1 and 𝑔𝑛 : 𝑋𝑛 ⊕ 𝐶𝑛 → 𝐵𝑛 can be expressed as blocs of matrices :

𝑑𝑌𝑛 =

(
𝑑𝑋𝑛 𝜏𝑛
0 𝑑𝐶𝑛

)
𝑔𝑛 =

(
𝑝𝑛 𝑓𝑛 𝜎𝑛

)
∀𝑛 ∈ Z

for certain𝑅-linearmaps 𝜏𝑛 : 𝐶𝑛 → 𝑋𝑛−1 and𝜎𝑛 : 𝐶𝑛 → 𝐵𝑛 , and the conditions𝑑𝑌𝑛−1◦𝑑𝑌𝑛 =

0 and 𝑑𝐵𝑛 ◦ 𝑔𝑛 = 𝑔𝑛−1 ◦ 𝑑𝑌𝑛 come down to the identities :

𝑑𝑋𝑛−1 ◦ 𝜏𝑛 + 𝜏𝑛−1 ◦ 𝑑𝐶𝑛 = 0 and 𝑑𝐵𝑛 ◦ 𝜎𝑛 = 𝑝𝑛−1 ◦ 𝑓𝑛−1 ◦ 𝜏𝑛 + 𝜎𝑛−1 ◦ 𝑑𝐶𝑛 .
Likewise, a diagonal filler ℎ• : 𝑌• → 𝐴• for the square can be expressed as a system of
𝑅-linear maps (ℎ𝑛 : 𝑋𝑛 ⊕ 𝐶𝑛 → 𝐴𝑛 | 𝑛 ∈ Z), given by blocs :

ℎ𝑛 =
(
𝑓𝑛 𝜈𝑛

)
∀𝑛 ∈ Z

and the conditions 𝑝𝑛 ◦ ℎ𝑛 = 𝑔𝑛 and 𝑑𝐴𝑛 ◦ ℎ𝑛 = ℎ𝑛−1 ◦ 𝑑𝑌𝑛 come down to the identities:

𝑝𝑛 ◦ 𝜈𝑛 = 𝜎𝑛 and 𝑑𝐴𝑛 ◦ 𝜈𝑛 = 𝑓𝑛 ◦ 𝜏𝑛 + 𝜈𝑛 ◦ 𝑑𝐶𝑛 .
Now, since 𝐶𝑛 is projective, we find for every 𝑛 ∈ Z an 𝑅-linear map 𝐺𝑛 : 𝐶𝑛 → 𝐴𝑛 with
𝑝𝑛𝐺𝑛 = 𝜎𝑛 . Set 𝑟𝑛 := 𝑑𝐴𝑛𝐺𝑛−𝐺𝑛−1𝑑𝐶𝑛 − 𝑓𝑛−1𝜏𝑛 : 𝐶𝑛 → 𝐴𝑛−1 for every 𝑛 ∈ Z. Then 𝑝𝑛−1𝑟𝑛 =

0 for every 𝑛 ∈ Z, so 𝑟𝑛 is the composition of an 𝑅-linear map 𝑠𝑛 : 𝐶𝑛 → 𝐾𝑛−1 with the
inclusion 𝑗𝑛−1 : 𝐾𝑛−1 → 𝐴𝑛−1. Moreover, 𝑑𝐴𝑛−1𝑟𝑛 = −𝑑𝐴𝑛−1𝐺𝑛−1𝑑𝐶𝑛 + 𝑓𝑛−2𝜏𝑛−1𝑑𝐶𝑛 = −𝑟𝑛−1𝑑𝐶𝑛 ,
so the system (𝑠𝑛 | 𝑛 ∈ N) defines a morphism 𝑠• : 𝐶• → Σ𝐾• of C(𝑅), where (Σ𝐾•, 𝑑Σ𝐾• )
denotes the chain complex with Σ𝐾𝑛 := 𝐾𝑛−1 and 𝑑Σ𝐾𝑛 := −𝑑𝐾𝑛−1 for every 𝑛 ∈ Z. By claim
4.3.4, 𝑠• is homotopically trivial, i.e. there exists a system of maps (𝐷𝑛 : 𝐶𝑛 → 𝐾𝑛 | 𝑛 ∈ Z)
such that −𝑑𝐾𝑛 ◦ 𝐷𝑛 + 𝐷𝑛−1𝑑𝐶𝑛 = 𝑠𝑛 for every 𝑛 ∈ Z. Let 𝜈𝑛 := 𝐺𝑛 + 𝑗𝑛𝐷𝑛 : 𝐶𝑛 → 𝐴𝑛 for
every 𝑛 ∈ Z; then 𝑝𝑛𝜈𝑛 = 𝜎𝑛 and

𝑑𝐴𝑛 𝜈𝑛 = 𝑑𝐴𝑛𝐺𝑛 + 𝑑𝐴𝑛 𝑗𝑛𝐷𝑛 = 𝑑𝐴𝑛𝐺𝑛 + 𝑗𝑛−1𝑑𝐾𝑛 𝐷𝑛 = 𝑑𝐴𝑛𝐺𝑛 + 𝑗𝑛−1 (𝐷𝑛−1𝑑𝐶𝑛 − 𝑠𝑛)
= 𝑑𝐴𝑛𝐺𝑛 + (𝑣𝑛−1 −𝐺𝑛−1)𝑑𝐶𝑛 − 𝑟𝑛
= 𝜈𝑛−1𝑑

𝐶
𝑛 + 𝑓𝑛𝜏𝑛

i.e. (ℎ𝑛 := (𝑓𝑛, 𝜈𝑛) : 𝑌𝑛 → 𝐴𝑛 | 𝑛 ∈ Z) is the sought diagonal filler. 3

Wemay now conclude the proof : let (𝑓• : 𝑋• → 𝑌•) ∈ 𝑙 (E ); then 𝑓• is a split monomor-
phism and Coker(𝑓•) is a projective object of C(𝑅), by example 3.1.13, since C(𝑅) is an
abelian category ([13, Exerc.2.98(ii)]); but then Coker(𝑓•) is acyclic, by claim 4.3.3(iii), so
𝑓• ∈ W , by the long exact homology sequence arising from the short exact sequence

0→ 𝑋•
𝑓•−→ 𝑌• → Coker(𝑓•) → 0

([13, §2.5.2]). Conversely, suppose that 𝑓• ∈ W ∩ 𝑙 (E ∩ W ), and pick a factorization
𝑓• = 𝑝• ◦ 𝑖• with 𝑝• ∈ E and 𝑖• ∈ 𝑙 (E ); then 𝑖• ∈ W by the foregoing, so 𝑝• ∈ W ∩ E ,
by the 2-out-of-3 property of W . Hence, 𝑓• ∈ 𝑙 ({𝑝•}), so 𝑓• is a retract of 𝑖• (proposition
3.1.10), and finally 𝑓• ∈ 𝑙 (E ), by proposition 3.1.9(v). □
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4.3.6. Let 𝑅 be any ring, A any abelian category, and 𝐹 : 𝑅 −Mod → A any additive
functor. Then 𝐹 extends naturally to an additive functor

C(𝐹 ) : C(𝑅) → C(A ) (𝑋•, 𝑑𝑋• ) ↦→ 𝐹𝑋• := (𝐹𝑋𝑛, 𝐹𝑑𝑋𝑛 | 𝑛 ∈ Z)
where C(A ) denotes the category of chain complexes of objects of A . Let also Σ be the
class of quasi-isomorphisms of C(A ), and suppose that the localization

D(A ) := C(A ) [Σ−1]
exists (this is the case, e.g. ifA is a Grothendieck abelian category). Likewise, set D(𝑅) :=
ho(C(𝑅)), where we endow C(𝑅) with the model structure provided by theorem 4.3.2, so
that also D(𝑅) is the localization of C(𝑅) that inverts quasi-isomorphisms. Denote by
𝛾A : C(A ) → D(A ) the localization functor; then we claim that 𝛾A ◦ C(𝐹 ) : C(𝑅) →
D(A ) admits a left derived functor

L𝐹 : D(𝑅) → D(A )
that we call the total left derived functor of 𝐹 . For the proof, according to proposition
3.4.4(i), it suffices to check that the functor C(𝐹 ) sends trivial cofibrations of C(𝑅) to
quasi-isomorphisms of C(A ). However, the proof of theorem 4.3.2 shows that the class
𝑙 (E ) of trivial cofibrations of C(𝑅) consists of the split monomorphisms 𝑖• : 𝑋• → 𝑌• such
that 𝐶• := Coker(𝑖•) is a projective object of C(𝑅); especially, 𝐶• is acyclic and cofibrant
(claim 4.3.3(iii)), and therefore 1𝐶• is homotopically trivial (claim 4.3.4). But then we have
an isomorphism 𝑌• ∼−→ 𝑋• ⊕𝐶• of C(𝑅) that identifies 𝑖• with the natural monomorphism
𝑋• → 𝑋• ⊕ 𝐶•, so 𝐹𝑖• : 𝐹𝑋• → 𝐹𝑋• ⊕ 𝐹𝐶• is again (up to isomorphism) the natural
monomorphism ([13, Prob.2.76(i)]), and furthermore, 1𝐹𝐶• is homotopically trivial ([13,
Rem.5.5(v)]); especially, 𝐹𝐶• is acyclic, and so 𝐹𝑖• is a quasi-isomorphism, as stated.

4.3.7. The canonical model category structure on Cat. Our second example is a cofibrantly
generated model category structure on the category Cat of small categories; this example
will be relevant to our discussion of the Joyal model category structure on sSet in §6.2.

Definition 4.3.8. Let A , B be two categories. We say that a functor 𝐹 : A → B is an
isofibration if for every𝐴 ∈ Ob(A ) and 𝐵 ∈ Ob(B), and every isomorphism 𝑔 : 𝐹𝐴 ∼−→ 𝐵

of B, there exists 𝐴′ ∈ Ob(A ) and an isomorphism 𝑓 : 𝐴 ∼−→ 𝐴′ of A with 𝐹 𝑓 = 𝑔.

Theorem 4.3.9. (i) There exists a cofibrantly generated model category structure

(Cat,W ,F 𝑖𝑏,C𝑜 𝑓 )
called the canonical model structure on Cat, such that :

(a) W is the class of equivalences of categories
(b) F 𝑖𝑏 is the class of isofibrations
(c) C𝑜 𝑓 is the class of functors that are injective on objects.

(ii) Every object of Cat is both fibrant and cofibrant for the canonical model structure.

Proof. (i): We regard as usual the ordered sets ∅, [0] and [1] as categories, and denote
by 𝐼 the category with Ob(𝐼 ) := {0, 1} and such that the inclusion functor 𝜂 : [0] → 𝐼

is an equivalence of categories. Let moreover 𝑆 be the category with Ob(𝑆) := {0, 1}
such that 𝑆 (1, 0) = ∅, 𝑆 (𝑖, 𝑖) = {1𝑖 } for 𝑖 = 0, 1, and 𝑆 (0, 1) := {𝑎, 𝑏 : 0 ⇒ 1}. We let
𝜕 := (𝜕10, 𝜕11) : [0] ⊔ [0] → [1], where 𝜕1𝑖 : [0] → [1] are the face maps (definition
2.1.1(iii)), and denote by 𝑖 (resp. 𝑗 , resp. 𝑘) the unique functor ∅→ [0] (resp. the unique
functor [0] ⊔ [0] → [0], resp. the unique functor 𝑆 → [1] that is the identity on objects).
We observe :
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Claim 4.3.10. (i) The class of essentially surjective functors of Cat is stable under retracts.
(ii) 𝑟 (𝜂) is the class of isofibration of Cat (notation of definition 3.1.1(iii)).
(iii) 𝑟 (𝑖) is the class of functors of Cat that are surjective on objects.
(iv) 𝑟 ( 𝑗) is the class of functors of Cat that are injective on objects.
(v) 𝑟 (𝜕) (resp. 𝑟 (𝑘)) is the class of full (resp. faithful) functors of Cat.
(vi) W ∩F 𝑖𝑏 = W ∩ 𝑟 (𝑖) = 𝑟 (𝑖, 𝑘, 𝜕).

Proof : We leave (ii)–(vi) to the reader. For (i), consider a commutative diagram :

A
𝐻 //

𝐺
��

A ′

𝐹
��

𝐾 // A

𝐺
��

B
𝐻 ′ // B′

𝐾 ′ // B

of Cat such that 𝐾 ◦ 𝐻 = 1A and 𝐾 ′ ◦ 𝐻 ′ = 1B. Suppose that 𝐹 is essentially surjective,
let 𝐵 ∈ Ob(B), and set 𝐵′ := 𝐻 ′𝐵, so that 𝐵 = 𝐾 ′𝐵′; by assumption there exists 𝐴′ ∈
Ob(A ′) with an isomorphism 𝑓 : 𝐹𝐴′ ∼−→ 𝐵′, and then 𝐾 ′ 𝑓 : 𝐾 ′𝐹𝐴′ = 𝐺𝐾𝐴′ ∼−→ 𝐵 is an
isomorphism of B, so 𝐺 is essentially surjective. 3

• From claim 4.3.10(i,ii,iv,v) and proposition 3.1.9(v) we see that W , C𝑜 𝑓 and F 𝑖𝑏 are
stable under retracts. Next, consider a commutative diagram of Cat :

E :
A

𝐻 //

𝐹
��

C

𝐺
��

B
𝐾 // D

where 𝐹 ∈ C𝑜 𝑓 and 𝐺 ∈ F 𝑖𝑏. Suppose first that 𝐺 ∈ W ; then 𝐺 is surjective on ob-
jects (claim 4.3.10(vi)), and since 𝐹 is injective on objets, we can find a diagonal filler
𝑙 : Ob(B) → Ob(C ) for the induced diagram Ob(E ) formed by the underlying maps of
sets of objects. Then, for every morphism 𝑓 : 𝐵 → 𝐵′ of B, by assumption there exists a
unique morphism 𝑔 : 𝑙𝐵 → 𝑙𝐵′ of C such that 𝐺𝑔 = 𝐾𝑓 , and we set 𝐿𝑓 := 𝑔. It is easily
seen that the rules 𝐵 ↦→ 𝑙𝐵 for every 𝐵 ∈ Ob(B) and 𝑓 ↦→ 𝐿𝑓 for every 𝑓 ∈ Mor(B)
yield a well-defined functor 𝐿 : B → C that is the sought diagonal filler for E (details
left to the reader). This shows that C𝑜 𝑓 ⊂ 𝑙 (W ∩F 𝑖𝑏).
• Suppose next that 𝐹 ∈ W ; then for every 𝐵 ∈ Σ := Ob(B) \ 𝐹 (Ob(A )) we can

choose (by the axiom of choice) an isomorphism 𝜙𝐵 : 𝐹𝐴𝐵 ∼−→ 𝐵 for some 𝐴𝐵 ∈ Ob(A ).
We deduce the isomorphism 𝐾 (𝜙𝐵) : 𝐺𝐻 (𝐴𝐵) = 𝐾𝐹 (𝐴𝐵) ∼−→ 𝐾𝐵 of D , and since 𝐺 is
an isofibration, we then get 𝐶𝐵 ∈ Ob(C ) with an isomorphism 𝜓𝐵 : 𝐻𝐴𝐵 ∼−→ 𝐶𝐵 of C
such that 𝐺𝐶𝐵 = 𝐾𝐵 and 𝐺 (𝜓𝐵) = 𝐾 (𝜙𝐵). Let 𝑙 : Ob(B) → Ob(C ) be the map such
that 𝑙 (𝐹𝐴) := 𝐻𝐴 for every 𝐴 ∈ Ob(A ) and 𝑙𝐵 := 𝐶𝐵 for every 𝐵 ∈ Σ. Moreover, for
every 𝐴 ∈ Ob(A ) set 𝐴𝐹𝐴 := 𝐴, 𝐶𝐹𝐴 := 𝐻𝐴, 𝜙𝐹𝐴 := 1𝐹𝐴 and 𝜓𝐹𝐴 := 1𝐻𝐴. With this
notation, for every morphism 𝑓 : 𝐵 → 𝐵′ of B there exist unique 𝑔𝑓 ∈ A (𝐴𝐵, 𝐴𝐵′ ) and
𝐿𝑓 ∈ C (𝐶𝐵,𝐶𝐵′ ) that make commute the diagrams :

𝐹𝐴𝐵
𝐹 (𝑔𝑓 ) //

𝜙𝐵
��

𝐹𝐴𝐵′

𝜙𝐵′
��

𝐻𝐴𝐵
𝐻 (𝑔𝑓 ) //

𝜓𝐵
��

𝐻𝐴𝐵′

𝜓𝐵′
��

𝐵
𝑓 // 𝐵′ 𝐶𝐵

𝐿𝑓 // 𝐶𝐵′ .
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It is easily seen that the rules 𝐵 ↦→ 𝑙𝐵 and 𝑓 ↦→ 𝐿𝑓 for every 𝐵 ∈ Ob(B) and every
morphism 𝑓 of B yield a well-defined diagonal filler 𝐿 : B → C for diagram E (details
left to the reader); this shows that W ∩ C𝑜 𝑓 ⊂ 𝑙 (F 𝑖𝑏).
• Lastly, let 𝐹 : A → B be any functor; we set Λ := Ob(A ) ⊔ Σ (where Σ is as

in the foregoing), and let 𝐺 : Λ → Ob(B) be the map such that 𝐺𝐴 := 𝐹𝐴 for every
𝐴 ∈ Ob(A ) and𝐺𝐵 := 𝐵 for every 𝐵 ∈ Σ. We let C be the category such that Ob(C ) := Λ
and C (𝑋,𝑌 ) := B(𝐺𝑋,𝐺𝑌 ) for every 𝑋,𝑌 ∈ Ob(C ), with the composition law deduced
from the composition law of B, so that𝐺 defines a functor C → B acting as the identity
map on the sets of morphisms. Then clearly𝐺 : C → B is fully faithful and surjective on
objects, so it lies inW ∩F 𝑖𝑏 (claim 4.3.10(iii,vi)); moreover we have a functor𝐻 : A → C
such that 𝐻𝐴 := 𝐴 for every 𝐴 ∈ Ob(A ), and 𝐻 𝑓 := 𝐹 𝑓 for every 𝑓 ∈ Mor(A ). Clearly
𝐻 ∈ C𝑜 𝑓 and 𝐺 ◦ 𝐻 = 𝐹 , so (C𝑜 𝑓 ,W ∩F 𝑖𝑏) is a weak factorization system for Cat.
• It remains to check that the same holds for (W ∩C𝑜 𝑓 ,F 𝑖𝑏). To this aim, we define

now C as the full subcategory of 𝐹A /B whose objects are the triples (𝐴, 𝐵, 𝑓 ) where
𝑓 : 𝐹𝐴 ∼−→ 𝐵 is an isomorphism of B, and let 𝐺 : C → B be the restriction of the target
functor t : 𝐹A /B → B (see §1.4). Moreover, let 𝐻 : A → C be the functor such that
𝐻𝐴 := (𝐴, 𝐹𝐴, 1𝐹𝐴) for every 𝐴 ∈ Ob(A ) and 𝐻 𝑓 := (𝑓 , 𝐹 𝑓 ) for every 𝑓 ∈ Mor(A ).
Clearly 𝐹 = 𝐺 ◦ 𝐻 , 𝐻 ∈ W ∩ C𝑜 𝑓 and 𝐺 ∈ F 𝑖𝑏, as required.
• By example 4.1.5(i) and claim 4.3.10(ii,vi), {𝜂} is a generating set of cofibrations and

{𝑖, 𝑘, 𝜕} is a generating set of trivial cofibrations; to conclude the proof of (i) it suffices
now to recall that Cat is complete and cocomplete (proposition 1.10.4), and to notice :
Claim 4.3.11. The class of equivalences W has the 2-out-of-3 property.
Proof : Recall that a functor 𝐹 : A → B is an equivalence if and only if it admits a
quasi-inverse, i.e. a functor 𝐺 : B → A with isomorphisms of functors 1A

∼−→ 𝐺 ◦ 𝐹
and 1B

∼−→ 𝐹 ◦ 𝐺 . Now, let A
𝐹−→ B

𝐹 ′−→ C be two functors, and set 𝐹 ′′ := 𝐹 ′ ◦ 𝐹 . If
𝐹, 𝐹 ′ ∈ W , pick quasi-inverse functors C

𝐺 ′−−→ B
𝐺−→ A and set𝐺 ′′ := 𝐺 ◦𝐺 ′; then we get

isomorphisms :
𝐺 ′′𝐹 ′′ = 𝐺 (𝐺 ′𝐹 ′)𝐹 ∼−→ 𝐺𝐹 ∼−→ 1A 𝐹 ′′𝐺 ′′ = 𝐹 ′ (𝐹𝐺)𝐺 ′ ∼−→ 𝐹 ′𝐺 ′ ∼−→ 1C

so that 𝐹 ′′ ∈ W . If 𝐹, 𝐹 ′′ ∈ W , pick quasi-inverse functors B
𝐺−→ A and C

𝐺 ′′−−→ A ; we
then get isomorphisms :
𝐹 ′ (𝐹𝐺 ′′) = 𝐹 ′′𝐺 ′′ ∼−→ 1C (𝐹𝐺 ′′)𝐹 ′ ∼−→ (𝐹𝐺 ′′)𝐹 ′ (𝐹𝐺) = 𝐹 (𝐺 ′′𝐹 ′′)𝐺 ∼−→ 𝐹𝐺 ∼−→ 1B

so that 𝐹 ′ ∈ W . Likewise, one shows that if 𝐹 ′, 𝐹 ′′ ∈ W , then 𝐹 ∈ W . 3

Assertion (ii) of the theorem is clear from the definitions. □

Corollary 4.3.12. The canonical model structure is the unique model category structure on
Cat whose weak equivalences are the equivalences of categories.2

Proof. Let (Cat,W ,F 𝑖𝑏,C𝑜 𝑓 ) be the canonical model category structure on Cat, and
M := (Cat,W ,F 𝑖𝑏∗,C𝑜 𝑓 ∗) another model category structure on Cat having the same
class W of weak equivalences; we need to check that F 𝑖𝑏∗ = F 𝑖𝑏 and C𝑜 𝑓 ∗ = C𝑜 𝑓 .
However, notice that it suffices to check that C𝑜 𝑓 ∗ = C𝑜 𝑓 , since then it follows that
F 𝑖𝑏∗ = 𝑟 (W ∩ C𝑜 𝑓 ∗) = 𝑟 (W ∩ C𝑜 𝑓 ) = F 𝑖𝑏 (lemma 3.1.18(i)).

We shall call M-fibrant (resp. M-cofibrant) the fibrant (resp. cofibrant) objects relative
to the model structure M, and we shall call likewise M-fibrations (resp. M-cofibrations)
the elements of F 𝑖𝑏∗ (resp. of C𝑜 𝑓 ∗).

2I have borrowed this proof from an nlab webpage

https://ncatlab.org/nlab/show/canonical+model+structure+on+Cat
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Claim 4.3.13. (i) The final category [0] is M-cofibrant.
(ii) W ∩F 𝑖𝑏∗ ⊂ W ∩F 𝑖𝑏.
(iii) C𝑜 𝑓 ⊂ C𝑜 𝑓 ∗ and F 𝑖𝑏∗ ⊂ F 𝑖𝑏.

Proof : (i): Let C be any non-empty category, and choose an M-cofibrant categoryB with
an equivalence of categories B ∼−→ C (see §3.3.1); then B is necessarily non-empty, so
we have a functor 𝐹 : [0] → B. The composition of 𝐹 with the unique functor B → [0]
equals 1[0] , i.e. [0] is a retract of B, so we conclude with proposition 3.1.9(v).

(ii): Let 𝐺 ∈ W ∩F 𝑖𝑏∗; then 𝐺 ∈ 𝑟 (C𝑜 𝑓 ∗), and especially, 𝐺 ∈ 𝑟 (𝑖 : ∅ → [0]), by
virtue of (i), and the assertion then follows from claim 4.3.10(vi).

(iii): The first inclusion follows from (ii) and proposition 3.1.9(ii). From this first inclu-
sion, we then deduce thatW ∩C𝑜 𝑓 ⊂ W ∩C𝑜 𝑓 ∗, whence, after invoking again proposition
3.1.9(ii), the second stated inclusion. 3

Next, let 𝐼 := ch( [1]), where [1] := {0, 1}, and ch : Set → Cat is the functor that
assigns to every set 𝑆 the chaotic category structure on 𝑆 ; recall also that ch is right
adjoint to the functor Ob : Cat → Set, and let 𝜂• : 1Cat ⇒ ch ◦ Ob be the unit of
adjunction for the pair (Ob, ch) (see remark 1.2.7). Notice that, for every category C , the
datum of a functor 𝐹 : 𝐼 → C is equivalent to that of an isomorphism 𝑓 : 𝑋 ∼−→ 𝑌 of C :
namely, to every such 𝑓 one attaches the unique functor 𝐹 such that 𝐹 (0) := 𝑋 , 𝐹 (1) := 𝑌 ,
𝐹 (−→01) := 𝑓 and 𝐹 (−→10) := 𝑓 −1 for the unique morphisms −→01 : 0 ∼−→ 1 and −→10 : 1 ∼−→ 0 of 𝐼 .

Claim 4.3.14. (i) The unique functor 𝐺 : 𝐼 → [0] is not an M-cofibration.
(ii) 𝜂C : C → ch ◦ Ob(C ) is an M-cofibration for every C ∈ Ob(Cat).

Proof : (i): Notice that 𝐺 is an equivalence, so it suffices to check that 𝐺 is not a trivial
M-cofibration. However, let C be an arbitrary small category, B any M-fibrant category
with an equivalence C ∼−→ B (see §3.3.1), ℎ any isomorphism of B, and consider the
commutative diagram of Cat :

𝐼
𝐻 //

𝐺
��

B

��
[0] [0]

where 𝐻 is the unique functor associated with the isomorphism ℎ. If 𝐺 were a trivial
M-cofibration, then the diagram would have a diagonal filler; but the existence of such
a diagonal filler is equivalent to asserting that ℎ is the identity morphism of an object
of B (details left to the reader); since ℎ is arbitrary, we would then conclude that every
isomorphism of B must be an identity morphism. Especially, for every 𝑋 ∈ Ob(B), the
unique automorphism of 𝑋 is 1𝑋 ; then, since C is equivalent to B, the same property
would apply to the objects of C , which is absurd, since C is an arbitrary small category.

(ii): Indeed, 𝜂C is the identity map of Ob(C ) on objects, so it lies in C𝑜 𝑓 , whence the
claim, by virtue of claim 4.3.13(iii). 3

In light of claim 4.3.13(iii), we are reduced to checking that C𝑜 𝑓 ∗ ⊂ C𝑜 𝑓 ; suppose
then, by way of contradiction, that the functor 𝐹 : A → B is an M-cofibration but does
not lie in C𝑜 𝑓 , i.e. is not injective on objects. Hence, let 𝐴,𝐴′ ∈ Ob(A ) with 𝐴 ≠ 𝐴′ and
𝐹𝐴 = 𝐹𝐴′, pick a retraction 𝑟 : Ob(A ) → {𝐴,𝐴′} of the inclusionmap {𝐴,𝐴′} → Ob(A ),
and set 𝐽 := ch({𝐴,𝐴′}); by adjunction, 𝑟 corresponds to a unique functor 𝑅 : A → 𝐽



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 197

such that Ob(𝑅) = 𝑟 . We then consider the commutative diagram of Cat :

[0] ⊔ [0] (𝐴,𝐴′ ) //

��

A
𝑅 //

𝐹

��

𝐽

𝐺
��

𝑇

''
[0] 𝐵 // B

𝐻 // C
𝜂C // ch ◦ Ob(C )

whose central square subdiagram is cocartesian, and where (𝐴,𝐴′) is the unique functor
that maps the two objects of [0] ⊔ [0] to 𝐴 and 𝐴′; then 𝐵 is of course the unique functor
that maps the unique object of [0] to 𝐹𝐴. It follows that𝐺 is anM-cofibration (proposition
3.1.9(v)), and taking into account claim 4.3.14(ii), the same then holds for 𝑇 .

Lastly, we get a commutative diagram of Cat :

𝐽

��

𝐽

𝑇
��

𝐽

��
[0]

𝜂C ◦𝐻◦𝐵 // ch ◦ Ob(C ) // [0] .

Indeed, the diagram commutes on objects by construction, and then it commutes also
in Cat, since, by virtue of the adjunction (Ob, ch), any two functors 𝐽 ⇒ ch ◦ Ob(C )
coincide if and only if they coincide on objects. Summing up, the unique functor 𝐽 → [0]
is a retract of 𝑇 , so it is an M-cofibration as well (proposition 3.1.9(v)). But the bijection
{𝐴,𝐴′} ∼−→ [1] with 𝐴 ↦→ 0 and 𝐴′ ↦→ 1 yields an isomorphism of categories 𝐽 ∼−→ 𝐼 , so
the unique functor 𝐼 → [0] is also an M-cofibration, contradicting claim 4.3.14(i). □

4.4. Cylinders and anodyne extensions. In this section and the following one, we
explain a general procedure for constructing cofibrantly generated model structures on
categories of presheaves of sets over a fixed small category, following [3]. The idea comes
from the early work of Fabien Morel on the homotopy theory of schemes [11] : it consists
in following step by step most of the book of Gabriel and Zisman [6] on the homotopy
theory of Kan complexes, and to see that a significant part of it makes sense in wide
generality. We begin with the following definition :

Definition 4.4.1. Let A be a small category. A cellular model for Â is a set M of
monomorphisms of presheaves on A such that 𝑙 (𝑟 (M )) is the class of all monomor-
phisms of presheaves on A .

Example 4.4.2. (i) The proof of corollary 4.2.7 shows that the set of all monomorphisms
of Â of the form 𝐿 ↩→ 𝐾 , where 𝐾 runs over the quotients of representable presheaves,
is a cellular model for Â .

(ii) If A is an Eilenberg-Zilber category, the set B := {𝜕ℎ𝑎 ↩→ ℎ𝑎 | ∈ Ob(A )} is a
cellular model for Â : indeed, 𝑙 (𝑟 (B)) is the saturation of B (corollary 4.2.5(iii)), so the
assertion follows from example 3.1.14(iii).

Definition 4.4.3. (i) Let A be a small category, and 𝑋 an object of Â . A cylinder of 𝑋
is a commutative diagram in Â :

𝑋 ⊔ 𝑋 (𝜕0,𝜕1 ) //

∇𝑋

&&
𝑌

𝜎 // 𝑋

where ∇𝑋 is the codiagonal ([13, Exerc.2.66(iii)]) and (𝜕0, 𝜕1) is a monomorphism.
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(ii) A functorial cylinder on Â is the datum of an endofunctor

𝐼 : Â → Â

together with natural transformations :

𝜕0, 𝜕1 : 1Â ⇒ 𝐼 𝜎 : 𝐼 ⇒ 1Â

such that 𝑋 ⊔𝑋
(𝜕0⊗𝑋,𝜕1⊗𝑋 )−−−−−−−−−−→ 𝐼𝑋

𝜎⊗𝑋−−−−→ 𝑋 is a cylinder of 𝑋 , for every 𝑋 ∈ Ob(Â ), where
the notation 𝜕0 ⊗ 𝑋 and 𝜕1 ⊗ 𝑋 and 𝜎 ⊗ 𝑋 is defined as in §1.1.5.
(iii) An exact cylinder on Â is a functorial cylinder (𝐼 , 𝜕•, 𝜎) on Â such that:

(DH1) 𝐼 preserves small colimits and monomorphisms
(DH2) every monomorphism 𝑗 : 𝐾 ↩→ 𝐿 of Â induces cartesian squares :

𝐾
𝑗 //

𝜕𝑖⊗𝐾
��

𝐿

𝜕𝑖⊗𝐿
��

𝐼𝐾
𝐼 𝑗 // 𝐼𝐿

∀𝑖 = 0, 1.

Remark 4.4.4. (i) For any cartesian diagram of Â :

𝑋 //

��

𝑌

��
𝑍 // 𝑇

in which every arrow is a monomorphism, the induced morphism

(∗) 𝑌 ⊔𝑋 𝑍 → 𝑇

is a monomorphism. Indeed, since the limits and colimits are computed termwise in Â ,
and since monomorphisms (and epimorphisms) in Â can be detected termwise (remark
1.6.2), the claim is reduced to the corresponding assertion for cartesian diagrams of sets in
which all arrows are injective, and in this case we have a natural identification of 𝑌 ⊔𝑋 𝑍
with the union 𝑌 ∪ 𝑍 ⊂ 𝑇 . Then, for a diagram of Â we shall denote likewise 𝑌 ∪ 𝑍 the
image of (∗), so that we have an inclusion

𝑌 ∪ 𝑍 ⊂ 𝑇 .
(ii) In the situation of definition 4.4.3(ii), notice that 𝜕0 ⊗ 𝑋 and 𝜕1 ⊗ 𝑋 have the left

inverse 𝜎 ⊗ 𝑋 , for every 𝑋 ∈ Ob(Â ), so they are monomorphisms ([13, Exerc.1.119(i)]).
The subobject of 𝐼𝑋 determined by 𝜕𝜀 ⊗ 𝑋 shall be denoted :

{𝜀} ⊗ 𝑋 ∀𝑋 ∈ Ob(Â ),∀𝜀 = 0, 1.

Hence, condition (DH2) of definition 4.4.3(iii) says that if (𝐼 , 𝜕•, 𝜎) is an exact cylinder,
then every inclusion 𝐾 ⊂ 𝐿 of presheaves over A induces inclusions :

{𝜀} ⊗ 𝐾 ⊂ 𝐼𝐾 ∪ {𝜀} ⊗ 𝐿 ⊂ 𝐼𝐿 ∀𝜀 = 0, 1.

(iii) Since (𝜕0 ⊗𝑋, 𝜕1 ⊗𝑋 ) is a monomorphism, we have {0} ⊗𝑋 ∩ {1} ⊗𝑋 = ∅ (where
∅ denotes the empty presheaf); then we also set :

𝜕𝐼 ⊗ 𝑋 := {0} ⊗ 𝑋 ⊔ {1} ⊗ 𝑋 ⊂ 𝐼𝑋 ∀𝑋 ∈ Ob(Â ).
Clearly we have :

(𝜕𝐼 ⊗ 𝐿) ×𝐼𝐿 𝐼𝐾 = ({0} ⊗ 𝐿) ×𝐼𝐿 𝐼𝐾 ⊔ ({1} ⊗ 𝐿) ×𝐼𝐿 𝐼𝐾 .
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Indeed, these identites can be checked termwise, by evaluating the left and right side on
objects of A , and since the evaluation functor preserves and reflects limits and colimits,
we are reduced to showing the corresponding identities in the category of sets, where
they are obvious. Combining with (DH2), we obtain a cartesian square:

𝜕𝐼 ⊗ 𝐾 𝜕𝐼⊗ 𝑗 //

��

𝜕𝐼 ⊗ 𝐿
��

𝐼𝐾
𝐼 𝑗 // 𝐼𝐿

where all arrows are monomorphisms, whence, again by (i), an induced inclusion :

𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 ⊂ 𝐼𝐿
for every monomorphism 𝐾 ⊂ 𝐿 in Â and every exact cylinder (𝐼 , 𝜕•, 𝜎).

Example 4.4.5. (i) Let (𝐽 , 𝜕 𝐽•, 𝜎 𝐽 ) be any cylinder of the final object of Â (one such final
object is the presheaf 𝐸 such that 𝐸𝑎 := {∅} for every 𝑎 ∈ Ob(A )). Then it is easily seen
that we get an exact cylinder on Â consisting of the functor :

𝐼 : Â → Â 𝑋 ↦→ 𝐽 × 𝑋 (𝑋
𝑓
−→ 𝑌 ) ↦→ (𝐽 × 𝑋

𝐽 ×𝑓
−−−→ 𝐽 × 𝑌 )

together with the natural transformations :

𝜕𝜀 : 1Â ⇒ 𝐼 𝑋 ↦→ (𝜕 𝐽𝜖 × 𝑋 ) (𝜀 = 0, 1) 𝜎 : 𝐼 ⇒ 1Â 𝑋 ↦→ (𝜎 𝐽 × 𝑋 ).

We call (𝐼 , 𝜕•, 𝜎) the cartesian cylinder induced by (𝐽 , 𝜕 𝐽•, 𝜎 𝐽 ).
(ii) If 𝐸 is a final object of Â , then 𝐽 := 𝐸 ⊔ 𝐸, with the natural monomorphisms

(𝜕 𝐽𝜀 : 𝐸 → 𝐽 | 𝜀 = 0, 1) and the codiagonal 𝜎 𝐽 := ∇𝐸 , forms a cylinder of 𝐸.
(iii) Let Ω be a subobject classifier for Â (proposition 1.8.4), and 𝐸 a final object of Â .

For every 𝑋 ∈ Ob(Â ) we have two distinguished elements ∅𝑋 , 1𝑋 of SubÂ (𝑋 ) (where
∅𝑋 denotes the empty subobject of 𝑋 , represented by the unique monomorphism∅→ 𝑋

from the initial object ∅ of Â ), and the rules : 𝑋 ↦→ ∅𝑋 and 𝑋 ↦→ 1𝑋 define morphisms
of presheaves on Â :

𝛿0, 𝛿1 : ℎ𝐸 ⇒ SubÂ

(where ℎ𝐸 is the presheaf represented by 𝐸). By Yoneda’s lemma, 𝛿0 and 𝛿1 correspond to
unique morphisms 𝜕0, 𝜕1 : 𝐸 ⇒ Ω of Â . Clearly we have 1𝑋 = ∅𝑋 in SubÂ (𝑋 ) if and
only if 𝑋 = ∅, therefore 𝜕0 and 𝜕1 induce a monomorphism (𝜕0, 𝜕1) : 𝐸 ⊔𝐸 → Ω; we then
get a well-defined cylinder of 𝐸 :

𝐸 ⊔ 𝐸
(𝜕0,𝜕1 )−−−−−→ Ω

𝜎−→ 𝐸

whence, according to (i), an induced cartesian cylinder, that we call the Lawvere cylinder.
This cylinder will play a special role in §4.6.

Definition 4.4.6. (i) Let A be a small category, (𝐼 , 𝜕•, 𝜎) an exact cylinder on Â , and
An a class of morphisms of Â . We say that An is a class of 𝐼 -anodyne extensions, if the
following conditions hold :
(An0) There exists a set Λ of monomorphisms of Â such that An = 𝑙 (𝑟 (Λ))
(An1) For every monomorphism 𝐾 ↩→ 𝐿 of Â , and for 𝜀 = 0, 1, the induced morphism

𝐼𝐾 ∪ {𝜀} ⊗ 𝐿 → 𝐼𝐿 is An

(An2) For every (𝐾 → 𝐿) ∈ An, the induced morphism 𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼𝐿 is in An.
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(ii) A homotopical structure on A is the datum of an exact cylinder (𝐼 , 𝜕•, 𝜎) on Â and
a class of 𝐼 -anodyne extensions in Â .

Remark 4.4.7. (i) In case (𝐼 , 𝜕•, 𝜎) is the cartesian cylinder induced by a cylinder (𝐽 , 𝜕 𝐽•, 𝜎 𝐽 )
of the final object of Â (see example 4.4.5(i)), we will also say that An is a class of 𝐽 -
anodyne extensions.

(ii) Condition (An0) implies especially thatAn is the saturation ofΛ (corollary 4.2.5(iii)),
and lies in the class of monomorphisms of Â (example 3.1.14(ii)).

(iii) The class of all monomorphisms of Â is a class of 𝐼 -anodyne extensions, for every
exact cylinder (𝐼 , 𝜕•, 𝜎) on Â , by virtue of example 4.4.2(i).

4.4.8. Given an exact cylinder (𝐼 , 𝜕•, 𝜎) on Â and a set 𝑆 of monomorphisms of Â , let
us pick a cellular model M for Â , and let us set

Λ0
𝐼 (𝑆,M ) := 𝑆 ∪ {𝐼𝐾 ∪ {𝜀} ⊗ 𝐿 → 𝐼𝐿 | (𝐾 → 𝐿) ∈M , 𝜀 = 0, 1}.

Next, let us define inductively :

Λ𝑛+1𝐼 (𝑆,M ) := {𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼𝐿 | (𝐾 → 𝐿) ∈ Λ𝑛𝐼 (𝑆,M )} ∀𝑛 ∈ N

and finally :

Λ𝐼 (𝑆,M ) :=
⋃
𝑛∈N

Λ𝑛𝐼 (𝑆,M ) An𝐼 (𝑆) := 𝑙 (𝑟 (Λ𝐼 (𝑆,M ))) .

Proposition 4.4.9. With the notation of §4.4.8, the class An𝐼 (𝑆) is the smallest class of
𝐼 -anodyne extensions in Â containing 𝑆 .

Proof. Clearly, every class J of 𝐼 -anodyne extensions containing 𝑆 , contains as well
Λ𝐼 (𝑆,M ), and then must contain also An𝐼 (𝑆), by proposition 3.1.9(ii,iii), since J =

𝑙 (𝑟 (J )). Thus, it suffices to check that An𝐼 (𝑆) is a class of 𝐼 -anodyne extensions. Con-
dition (An0) holds with Λ := Λ𝐼 (𝑆,M ). To show (An1), notice first that, by virtue of the-
orem 1.7.5(iii), the functor 𝐼 admits a right adjoint. We then apply proposition 3.1.21(iii)
to the functors 𝐹1 := 1Â (whose adjoint is of course 1Â ) and 𝐹2 := 𝐼 , to the natural trans-
formation 𝜕𝜀 : 1Â → 𝐼 , and to the subclass S := M . Recall that 𝑙 (𝑟 (M )) is the class I

of monomorphisms of Â , and notice that, with the notation of loc.cit. we have

𝑗♦ = (𝐼𝐾 ∪ {𝜀} ⊗ 𝐿 → 𝐼𝐿) ∀( 𝑗 : 𝐾 → 𝐿) ∈ I .

Hence, by construction we have as well M ♦ ⊂ Λ0
𝐼
(𝑆,M ); then we get :

I ♦ = 𝑙 (𝑟 (M ))♦ ⊂ 𝑙 (𝑟 (M ♦)) ⊂ 𝑙 (𝑟 (Λ0
𝐼 (𝑆,M ))) ⊂ An𝐼 (𝑆)

i.e. the inclusion 𝑗♦ is in An𝐼 (𝑆) whenever 𝑗 ∈ I and 𝜀 = 0, 1, which is (An1).
Next, it is easily seen that the functor 𝜕𝐼 : Â → Â admits as well a right adjoint, so

we may also apply proposition 3.1.21(iii) with 𝐹1 := 𝜕𝐼 , 𝐹2 := 𝐼 , and with 𝜏• given by the
inclusion 𝜕𝐼 ↩→ 𝐼 . We also take S := Λ𝐼 (𝑆,M ), and notice that in this case we have

𝑗♦ = (𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼𝐿) ∀( 𝑗 : 𝐾 → 𝐿) ∈ I .

In particular, notice that by construction we have S ♦ ⊂ S . Then we get :

An𝐼 (𝑆)♦ = 𝑙 (𝑟 (S ))♦ ⊂ 𝑙 (𝑟 (S ♦)) ⊂ 𝑙 (𝑟 (S )) = An𝐼 (𝑆)

i.e. the inclusion 𝑗♦ is in An𝐼 (𝑆) whenever 𝑗 ∈ An𝐼 (𝑆), which is (An2). □
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Corollary 4.4.10. In the situation of §4.4.8, let (𝐽 , 𝜕 𝐽•, 𝜎 𝐽 ) be a cylinder of the final object
of Â , and suppose that :

(a) (𝐼 , 𝜕•, 𝜎) is the cartesian cylinder induced by (𝐽 , 𝜕 𝐽•, 𝜎 𝐽 ) (see example 4.4.5(i))
(b) (𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼𝐿) ∈ 𝑙 (𝑟 (Λ0

𝐼
(𝑆,M ))) for every (𝐾 → 𝐿) ∈ 𝑆 .

Then we have :

An𝐼 (𝑆) = 𝑙 (𝑟 (Λ0
𝐼 (𝑆,M ))).

Proof. As 𝑙 (𝑟 (Λ0
𝐼
(𝑆,M ))) ⊂ An𝐼 (𝑆), it suffices again to check that 𝑙 (𝑟 (Λ0

𝐼
(𝑆,M ))) is a

class of 𝐼 -anodyne extensions. Condition (An0) holds with Λ := Λ0
𝐼
(𝑆,M ). To show

(An1) and (An2) we argue as in the proof of proposition 4.4.9 : we apply proposition
3.1.21(iii) to the natural transformation 𝜕𝜀 : 𝐹1 ⇒ 𝐹2 (for 𝜀 equal to either 0 or 1), where
𝐹1 := 1Â and 𝐹2 := 𝐼 , and we take S := M . Then S ♦ ⊂ Λ0

𝐼
(∅,M ) ⊂ Λ1

𝐼
(𝑆,M ) and we

deduce again that I ♦ ⊂ 𝑙 (𝑟 (S ♦)) ⊂ 𝑙 (𝑟 (Λ0
𝐼
(𝑆,M ))), where I := 𝑙 (𝑟 (M )) is the class

of monomorphisms of Â ; this yields (An1). Next, we observe :

Claim 4.4.11. Λ1
𝐼
(𝑆,M ) ⊂ 𝑙 (𝑟 (Λ0

𝐼
(𝑆,M ))).

Proof : In view of condition (b), it suffices to check that Λ1
𝐼
(∅,M ) ⊂ 𝑙 (𝑟 (Λ0

𝐼
(𝑆,M ))).

However, for every (𝐾 → 𝐿) ∈M , the morphism :

𝐽 × (𝐽 × 𝐾 ∪ {𝜀} × 𝐿) ∪ 𝜕𝐽 × (𝐽 × 𝐿) → 𝐽 × 𝐽 × 𝐿

is identified (by permutation of the first two factors) with the morphism :

𝐽 × (𝐽 × 𝐾 ∪ 𝜕𝐽 × 𝐿) ∪ {𝜀} × (𝐽 × 𝐿) → 𝐽 × 𝐽 × 𝐿

which lies in 𝑙 (𝑟 (Λ0
𝐼
(𝑆,M ))), by condition (An1). 3

We then apply proposition 3.1.21(iii) to the natural transformation given by the in-
clusion 𝜕𝐼 → 𝐼 , and we take S := Λ0

𝐼
(𝑆,M ), so that S ♦ = Λ1

𝐼
(𝑆,M ); combining with

claim 4.4.11 (and with proposition 3.1.9(iii)), we then get : 𝑙 (𝑟 (S ))♦ ⊂ 𝑙 (𝑟 (Λ1
𝐼
(𝑆,M ))) ⊂

𝑙 (𝑟 (Λ0
𝐼
(𝑆,M ))), and this yields (An2). □

4.5. Model structures on categories of presheaves. Henceforth, and until the end of
this section, we fix a small category A and a homotopical structure ((𝐼 , 𝜕•, 𝜎),An) on A
(see definition 4.4.6(ii)). Hence, whenever we mention 𝐼 -anodyne extensions, it will be
understood that we refer to elements of the class An.

Definition 4.5.1. (i) Let 𝑓0, 𝑓1 : 𝑋 ⇒ 𝑌 be two morphisms of Â . An 𝐼 -homotopy from 𝑓0
to 𝑓1 is a morphism of presheaves ℎ : 𝐼𝑋 → 𝑌 such that :

ℎ ◦ (𝜕𝜀 ⊗ 𝑋 ) = 𝑓𝜀 ∀𝜀 = 0, 1.

(ii) For every 𝑋,𝑌 ∈ Ob(Â ), we set

[𝑋,𝑌 ] := Â (𝑋,𝑌 )/ 𝐼∼

where 𝐼∼ denotes the smallest equivalence relation on Â (𝑋,𝑌 ) such that 𝑓0 𝐼∼ 𝑓1 whenever
there exists an 𝐼 -homotopy from 𝑓0 to 𝑓1. Two morphisms 𝑓 , 𝑔 : 𝑋 ⇒ 𝑌 are 𝐼 -homotopic,
if their images [𝑓 ], [𝑔] coincide in [𝑋,𝑌 ].

Remark 4.5.2. (i) In the situation of definition 4.5.1(ii), clearly if 𝑓0
𝐼∼ 𝑓1, then 𝑔◦ 𝑓0 𝐼∼ 𝑔◦ 𝑓1

for every morphism 𝑔 : 𝑌 → 𝑍 of Â . Moreover, the functoriality of the cylinder 𝐼 easily
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implies that 𝑓0 ◦ 𝑔′ 𝐼∼ 𝑓1 ◦ 𝑔′ for every morphism 𝑔′ : 𝑍 ′ → 𝑋 of Â . Hence, there exists a
well-defined category :

Â𝐼

of presheaves on A up to 𝐼 -homotopy, whose objects are the presheaves on A , and with
Â𝐼 (𝑋,𝑌 ) := [𝑋,𝑌 ] for every 𝑋,𝑌 ∈ Ob(Â ), with the unique composition law such that
the system of projections (𝜋𝑋𝑌 : Â (𝑋,𝑌 ) → [𝑋,𝑌 ] |𝑋,𝑌 ∈ Ob(Â )) yields a functor :

Â → Â𝐼 𝑋 ↦→ 𝑋 (𝑓 : 𝑋 → 𝑌 ) ↦→ 𝜋𝑋𝑌 (𝑓 ).

(ii) We shall say that a morphism of Â is an 𝐼 -homotopy equivalence, if its image in
Â𝐼 is an isomorphism.

Lemma 4.5.3. For every 𝑓 ∈ Â (𝑋,𝑌 ), the following conditions are equivalent :
(a) 𝑓 is an 𝐼 -homotopy equivalence.

(b) There exists a morphism 𝑔 : 𝑌 → 𝑋 such that 𝑓 𝑔 𝐼∼ 1𝑌 and 𝑔𝑓 𝐼∼ 1𝑋 .

(c) Every 𝐾 ∈ Ob(Â ) induces a bijection 𝑓∗,𝐾 : [𝐾,𝑋 ] ∼−→ [𝐾,𝑌 ].
(d) Every 𝐾 ∈ Ob(Â ) induces a bijection 𝑓 ∗

𝐾
: [𝑌, 𝐾] ∼−→ [𝑋,𝐾].

Proof. We have (a)⇔(b) by definition. If (b) holds, then 𝑔∗,𝐾 : [𝐾,𝑌 ] → [𝐾,𝑋 ] is a left
and right inverse for 𝑓∗,𝐾 , whence (c). Conversely, if (c) holds, there exists a morphism
𝑔 : 𝑌 → 𝑋 of presheaves such that 𝑓∗,𝑌 ( [𝑔]) = [1𝑌 ] in [𝑌,𝑌 ], i.e. 𝑓 𝑔 is 𝐼 -homotopic to 1𝑌 .
Then 𝑓 𝑔𝑓 is 𝐼 -homotopic to 𝑓 = 𝑓 1𝑋 , and therefore [𝑔𝑓 ] = [1𝑋 ], again by (c), whence
(b). Likewise one shows the equivalence (b)⇔(d). □

Definition 4.5.4. Let 𝑓 : 𝑋 → 𝑌 be a morphism of Â .
(i) We say that 𝑓 is a strong deformation retract (resp. the dual of a strong deformation

retract) if there exists 𝑔∈ Â (𝑌,𝑋 ) such that :
• 𝑔𝑓 = 1𝑋 (resp. 𝑓 𝑔 = 1𝑌 )
• there exists an 𝐼 -homotopy ℎ (resp.𝑘) from 1𝑌 to 𝑓 𝑔 (resp. from 1𝑋 to 𝑔𝑓 )
• ℎ ◦ 𝐼 𝑓 = 𝜎• ⊗ 𝑓 (resp. 𝑓 ◦ 𝑘 = 𝜎• ⊗ 𝑓 ) (notation of §1.1.5).

(ii) We say that 𝑓 is a trivial fibration, if it has the right lifting property with respect to
the class of monomorphisms of Â .
(iii) We say that 𝑓 is an 𝐼 -fibration, if it has the right lifting property with respect to

the given class An of 𝐼 -anodyne extensions. We say that a presheaf 𝑋 is 𝐼 -fibrant, if the
unique morphism 𝑋 → 𝑒 to the final presheaf 𝑒 is an 𝐼 -fibration.
(iv) We call 𝑓 a weak 𝐼 -equivalence, if every 𝐼 -fibrant object 𝐾 induces a bijection

𝑓 ∗𝐾 : [𝑌, 𝐾] ∼−→ [𝑋,𝐾] .

Remark 4.5.5. (i) By definition 𝑟 (An) is the class of 𝐼 -fibrations, and by corollary 4.2.5(ii)
and proposition 3.1.9(iii), (An, 𝑟 (An)) is a weak factorization system for Â . More pre-
cisely, by corollaries 4.1.9(i) and 4.2.5(i), we see that if Λ is any subset of Mor(Â ) such
that An = 𝑙 (𝑟 (Λ)), then every morphism 𝑓 of Â admits a factorization 𝑓 = 𝑝 ◦ 𝑖 , where
𝑝 is an 𝐼 -fibration, and 𝑖 lies in the weak saturation of Λ. Also, the 𝐼 -fibrant objects of Â
are the same as the An-injective objects.

(ii) From the definitions and lemma 4.5.3, it is clear that every trivial fibration is an
𝐼 -fibration, and every 𝐼 -homotopy equivalence is a weak 𝐼 -equivalence.
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Proposition 4.5.6. (i) Any trivial fibration of Â is the dual of a strong deformation retract,
and any section of a trivial fibration is a strong deformation retract. In particular, any trivial
fibration has a section, and is an 𝐼 -homotopy equivalence.

(ii) Every strong deformation retract is an 𝐼 -anodyne extension.
(iii) Every 𝐼 -anodyne extension between 𝐼 -fibrant presheaves is a strong deformation re-

tract.

Proof. (i): Let 𝑝 : 𝑋 → 𝑌 be a trivial fibration; since the unique morphism ∅ → 𝑌

from the initial presheaf on A (the empty presheaf) is obviously a monomorphism, the
commutative diagram :

∅ //

��

𝑋

𝑝

��
𝑌 𝑌

admits a diagonal filler 𝑠 : 𝑌 → 𝑋 ; this proves that 𝑝 admits a section. Next, such a
section 𝑠 is a monomorphism ([13, Exerc.1.119(i)]), so it induces a monomorphism 𝑗 :
𝐼𝑌 ∪ 𝜕𝐼 ⊗ 𝑋 → 𝐼𝑋 (remark 4.4.4(iii)). Consider then the commutative diagram:

𝐼𝑌 ∪ 𝜕𝐼 ⊗ 𝑋
𝑓 //

𝑗
��

𝑋

𝑝

��
𝐼𝑋

𝜎•⊗𝑝 // 𝑌

where 𝑓 is the unique morphism whose restriction to 𝐼𝑌 agrees with 𝜎• ⊗ 𝑠 and whose
restriction to {0} ⊗ 𝑋 (resp. to {1} ⊗ 𝑋 ) agrees with 1𝑋 (resp. with 𝑠 ◦ 𝑝). Again, this
diagram admits a diagonal filler 𝑘 : 𝐼𝑋 → 𝑋 . The latter is then an 𝐼 -homotopy from 1𝑋
to 𝑠 ◦ 𝑝 , such that 𝑝 ◦ 𝑘 = 𝜎• ⊗ 𝑝 and 𝑘 ◦ 𝐼𝑠 = 𝜎• ⊗ 𝑠 , which shows that 𝑝 is the dual of a
strong deformation retract, and that 𝑠 is a strong deformation retract.

(ii): Let 𝑖 : 𝐾 → 𝐿 be a strong deformation retract, so that there exists a morphism
𝑟 : 𝐿 → 𝐾 of A with 𝑟𝑖 = 1𝐾 , and an 𝐼 -homotopy ℎ : 𝐼𝐿 → 𝐿 from 1𝐿 to 𝑖𝑟 such that
ℎ ◦ 𝐼𝑖 = 𝜎• ⊗ 𝑖 . Since An = 𝑙 (𝑟 (An)) (proposition 3.1.9(iii)), it suffices to show that for
every 𝐼 -fibration 𝑝 : 𝑋 → 𝑌 , every commutative square :

(∗)
𝐾

𝑎 //

𝑖
��

𝑋

𝑝

��
𝐿

𝑏 // 𝑌

admits a diagonal filler. To this aim, notice that the two morphisms :

𝐼𝐾
𝜎•⊗𝑎−−−−→ 𝑋

𝑎𝑟←−− 𝐿 ∼←− {1} ⊗ 𝐿
agree on 𝐼𝐾 ∩ {1} ⊗ 𝐿 = {1} ⊗ 𝐾 , so they define a morphism 𝑢 : 𝐼𝐾 ∪ {1} ⊗ 𝐿 → 𝑋 . Then
we get a commutative square :

𝐼𝐾 ∪ {1} ⊗ 𝐿 𝑢 //

��

𝑋

𝑝

��
𝐼𝐿

𝑏ℎ // 𝑌

whose left vertical arrow is an 𝐼 -anodyne extension, so it admits a diagonal filler 𝑘 :
𝐼𝐿 → 𝑋 . Let us set 𝑙 := 𝑘 ◦ (𝜕0 ⊗ 𝐿) : 𝐿 → 𝑋 . Then 𝑙𝑖 = (𝜎• ⊗ 𝑎) ◦ (𝜕0 ⊗ 𝐾) = 𝑎 and
𝑝𝑙 = 𝑏ℎ ◦ (𝜕0 ⊗ 𝐿) = 𝑏, so 𝑙 is the sought diagonal filler for (∗).
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(iii): Let 𝑖 : 𝐾 → 𝐿 be an 𝐼 -anodyne extension, and suppose that 𝐾 and 𝐿 are 𝐼 -fibrant;
then there exists a morphism 𝑟 : 𝐿 → 𝐾 with 𝑟𝑖 = 1𝐾 . Notice that the morphisms :

𝐼𝐾
𝜎•⊗𝑖−−−→ 𝐿

(1𝐿,𝑖𝑟 )←−−−−− 𝐿 ⊔ 𝐿 ∼←− 𝜕𝐼 ⊗ 𝐿
agree on 𝐼𝐾 ∩ 𝜕𝐼 ⊗ 𝐿 = 𝜕𝐼 ⊗ 𝐾 , so they induce a morphism 𝑢 : 𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐿, and since
𝐿 is 𝐼 -fibrant, the diagram (where 𝑒 denotes the final presheaf) :

𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 𝑢 //

��

𝐿

��
𝐼𝐿 // 𝑒

admits a diagonal filler ℎ : 𝐼𝐿 → 𝐿. By construction, ℎ is a homotopy from 1𝐿 to 𝑖𝑟 such
that ℎ ◦ 𝐼𝑖 = 𝜎• ⊗ 𝑖 , whence the assertion. □

Proposition 4.5.7. Consider a cartesian diagram of Â :

𝑋 ′
𝑖 //

𝑝′

��

𝑋

𝑝

��
𝑌 ′

𝑗 // 𝑌

where 𝑝 is an 𝐼 -fibration. If 𝑗 is a strong deformation retract, the same holds for 𝑖 .

Proof. Let us pick a retraction 𝑟 : 𝑌 → 𝑌 ′ and an 𝐼 -homotopy ℎ : 𝐼𝑌 → 𝑌 from 1𝑌 to 𝑗𝑟
such that ℎ ◦ 𝐼 𝑗 = 𝜎• ⊗ 𝑗 . Notice that the morphisms :

𝐼𝑋 ′
𝜎•⊗𝑖−−−→ 𝑋 ∼←− {0} ⊗ 𝑋

agree on {0}⊗𝑋 ′ = 𝐼𝑋 ′∩{0}⊗𝑋 , so they induce a uniquemorphism 𝑓 : 𝐼𝑋 ′∪{0}⊗𝑋 → 𝑋 .
Then the commutative square :

𝐼𝑋 ′ ∪ {0} ⊗ 𝑋
𝑓 //

��

𝑋

𝑝

��
𝐼𝑋

ℎ◦𝐼𝑝 // 𝑌

admits a diagonal filler 𝑘 : 𝐼𝑋 → 𝑋 . The morphisms 𝑢 := 𝑘 ◦ (𝜕1 ⊗ 𝑋 ) : 𝑋 → 𝑋 and
𝑣 := 𝑟 ◦ 𝑝 : 𝑋 → 𝑌 ′ satisfy the relation 𝑝𝑢 = 𝑗𝑣 (because ℎ ◦ (𝜕1 ⊗ 𝑌 ) = 𝑗𝑟 ) and thus
define a unique morphism 𝑠 : 𝑋 → 𝑋 ′ such that 𝑝′𝑠 = 𝑣 and 𝑖𝑠 = 𝑢. We have 𝑠𝑖 = 1𝑋 ′
because 𝑝′𝑠𝑖 = 𝑣𝑖 = 𝑟𝑝𝑖 = 𝑟 𝑗𝑝′ = 𝑝′ and 𝑖𝑠𝑖 = 𝑢𝑖 = 𝑘 ◦ (𝜕1 ⊗ 𝑋 ) ◦ 𝑖 = 𝑘 ◦ 𝐼𝑖 ◦ (𝜕1 ⊗ 𝑋 ′) =
(𝜎• ⊗ 𝑖) ◦ (𝜕1 ⊗ 𝑋 ′) = 𝑖 . Hence 𝑖 is a strong deformation retract. □

Lemma 4.5.8. Let 𝑋,𝑌 ∈ Ob(Â ), 𝑓 , 𝑔 ∈ Â (𝑋,𝑌 ), and suppose that 𝑌 is 𝐼 -fibrant. Then
[𝑓 ] = [𝑔] in [𝑋,𝑌 ] ⇔ there exists an 𝐼 -homotopy from 𝑓 to 𝑔.

Proof. Let us write 𝑓 ::𝑔 if and only if there exists an 𝐼 -homotopy from 𝑓 to 𝑔; clearly, it
suffices to check that :: is an equivalence relation on Â (𝑋,𝑌 ).
• For the reflexivity of ::, notice that 𝜎• ⊗ 𝑓 is an 𝐼 -homotopy from 𝑓 to 𝑓 , for every

𝑓 ∈ Â (𝑋,𝑌 ).
• Next, let 𝑢, 𝑣,𝑤 ∈ Â (𝑋,𝑌 ), and suppose that we have an 𝐼 -homotopy ℎ from 𝑢 to

𝑣 and an 𝐼 -homotopy 𝑘 from 𝑢 to 𝑤 ; we wish then to exhibit an 𝐼 -homotopy from 𝑣 to
𝑤 . To this aim, notice first that the monomorphism 𝜕𝐼 ⊗ 𝑋 ↩→ 𝐼𝑋 induces an 𝐼 -anodyne
extension :

(∗) 𝐼 (𝜕𝐼 ⊗ 𝑋 ) ∪ {0} ⊗ 𝐼𝑋 → 𝐼 (𝐼𝑋 ).
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On the other hand, since 𝐼 preserves colimits, we get natural identifications :

𝐼 (𝜕𝐼 ⊗ 𝑋 ) ∼−→ 𝐼 (𝑋 ⊔ 𝑋 ) ∼−→ 𝐼𝑋 ⊔ 𝐼𝑋 {0} ⊗ 𝐼𝑋 ∼−→ 𝐼𝑋

and moreover :
𝐼 (𝜕𝐼 ⊗ 𝑋 ) ∩ {0} ⊗ 𝐼𝑋 = {0} ⊗ (𝜕𝐼 ⊗ 𝑋 ).

Then, a direct inspection yields a commutative diagram :

{0} ⊗ (𝜕𝐼 ⊗ 𝑋 ) //

��

𝐼 (𝜕𝐼 ⊗ 𝑋 ) ∼ // 𝐼𝑋 ⊔ 𝐼𝑋
(ℎ,𝑘 )
��

{0} ⊗ 𝐼𝑋 ∼ // 𝐼𝑋
𝜎•⊗𝑢 // 𝑌 .

Hence, (ℎ, 𝑘) and 𝜎• ⊗ 𝑢 induce a unique morphism

𝐻0 : 𝐼 (𝜕𝐼 ⊗ 𝑋 ) ∪ {0} ⊗ 𝐼𝑋 → 𝑌 .

Since 𝑌 is 𝐼 -fibrant, 𝐻0 extends via (∗) to a morphism

𝐻 : 𝐼 (𝐼𝑋 ) → 𝑌 .

In other words : 𝐻 ◦ 𝐼 (𝜕0 ⊗ 𝑋 ) = ℎ, 𝐻 ◦ 𝐼 (𝜕1 ⊗ 𝑋 ) = 𝑘 and 𝐻 ◦ (𝜕0 ⊗ 𝐼𝑋 ) = 𝜎• ⊗ 𝑢. Let us
then set :

𝜂 := 𝐻 ◦ (𝜕1 ⊗ 𝐼𝑋 ) : 𝐼𝑋 → 𝑌 .

We compute :

𝜂 ◦ (𝜕0 ⊗ 𝑋 ) = 𝐻 ◦ 𝐼 (𝜕0 ⊗ 𝑋 ) ◦ (𝜕1 ⊗ 𝑋 ) = ℎ ◦ (𝜕1 ⊗ 𝑋 ) = 𝑣
and likewise, 𝜂 ◦ (𝜕1 ⊗ 𝑋 ) = 𝑘 ◦ (𝜕1 ⊗ 𝑋 ) = 𝑤 , so 𝜂 is the sought 𝐼 -homotopy.
• For 𝑤 = 𝑢 and 𝑘 = 𝜎• ⊗ 𝑢, the constant 𝐼 -homotopy from 𝑢 to itself, this shows

that :: is symmetric. The general case, together with the symmetricity of ::, proves the
transitivity of ::. □

Proposition 4.5.9. (i) Every 𝐼 -anodyne extension of Â is a weak 𝐼 -equivalence.

(ii) A morphism of Â between 𝐼 -fibrant presheaves is a weak 𝐼 -equivalence if and only
if it is an 𝐼 -homotopy equivalence.

(iii) An 𝐼 -fibration of Â is a trivial fibration if and only if it is the dual of a strong
deformation retract.

(iv) An 𝐼 -fibration of Â between 𝐼 -fibrant presheaves is a weak 𝐼 -equivalence if and only
if it is a trivial fibration.

Proof. (i): Let 𝑗 : 𝑋 → 𝑌 be an 𝐼 -anodyne extension, and 𝑍 an 𝐼 -fibrant presheaf on A ;
we must check that 𝑗 induces a bijection

𝑗∗ : [𝑌, 𝑍 ] → [𝑋,𝑍 ] .
Now, the surjectivity of 𝑗∗ is clear, since by assumption 𝑗 already induces a surjection
Â (𝑌, 𝑍 ) → Â (𝑋,𝑍 ). Next, let 𝑓0, 𝑓1 : 𝑌 ⇒ 𝑍 be two morphisms of Â such that [𝑓0 𝑗] =
[𝑓1 𝑗] in [𝑋,𝑍 ]; then, by lemma 4.5.8 there exists an 𝐼 -homotopy ℎ : 𝐼𝑋 → 𝑍 from 𝑓0 𝑗 to
𝑓1 𝑗 . Consider moreover the composition

𝑘 : 𝜕𝐼 ⊗ 𝑌 ∼−→ 𝑌 ⊔ 𝑌
(𝑓0,𝑓1 )−−−−−→ 𝑍 .

Clearly ℎ and 𝑘 agree on 𝐼𝑋 ∩ 𝜕𝐼 ⊗ 𝑌 = 𝜕𝐼 ⊗ 𝑋 , so we deduce a morphism

(ℎ, 𝑘) : 𝐼𝑋 ∪ 𝜕𝐼 ⊗ 𝑌 → 𝑍 .
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But since 𝑗 is 𝐼 -anodyne, the same holds for the induced morphism 𝐼𝑋 ∪ 𝜕𝐼 ⊗ 𝑌 → 𝐼𝑌 ,
and then, since 𝑍 is 𝐼 -fibrant, (ℎ, 𝑘) extends to a morphism 𝐼𝑌 → 𝑍 . The latter is an
𝐼 -homotopy from 𝑓0 to 𝑓1, whence [𝑓0] = [𝑓1] in [𝑌, 𝑍 ], as required.

(ii): This is proved as the equivalence (b)⇔(d) of lemma 4.5.3.
(iii): The condition is necessary, due to proposition 4.5.6(i). Conversely, let 𝑝 : 𝑋 →

𝑌 be an 𝐼 -fibration that is the dual of a strong deformation retract, so that there exist
morphisms 𝑠 : 𝑌 → 𝑋 and 𝑘 : 𝐼𝑋 → 𝑋 such that :

𝑝𝑠 = 1𝑌 𝑘 (𝜕0 ⊗ 𝑋 ) = 1𝑋 𝑘 (𝜕1 ⊗ 𝑋 ) = 𝑠𝑝 𝑝𝑘 = 𝜎• ⊗ 𝑝.
Consider then a commutative diagram :

𝐾
𝑎 //

𝑗

��

𝑋

𝑝

��
𝐿

𝑏 // 𝑌

where 𝑗 is a monomorphism of Â ; we need to exhibit a diagonal filler 𝑙 : 𝐿 → 𝑋 .
To this aim, notice that the two morphisms :

𝐼𝐾
𝐼𝑎−→ 𝐼𝑋

𝑘−→ 𝑋
𝑠←− 𝑌 𝑏←− 𝐿 ∼←− {1} ⊗ 𝐿

agree on 𝐼𝐾 ∩ {1} ⊗ 𝐿 = {1} ⊗ 𝐾 , so they induce a unique morphism :

𝑢 : 𝐼𝐾 ∪ {1} ⊗ 𝐿 → 𝑋 .

On the other hand, 𝑗 induces an 𝐼 -anodyne extension 𝐼𝐾∪{1}⊗𝐿 → 𝐼𝐿, so by assumption
the commutative square :

𝐼𝐾 ∪ {1} ⊗ 𝐿 𝑢 //

��

𝑋

𝑝

��
𝐼𝐿

𝜎•⊗𝑏 // 𝑌

has a diagonal filler ℎ : 𝐼𝐿 → 𝑋 . We set 𝑙 := ℎ ◦ (𝜕0 ⊗ 𝐿) : 𝐿 → 𝑋 . We then have :

𝑝𝑙 = 𝑝ℎ ◦ (𝜕0 ⊗ 𝐿) = (𝜎• ⊗ 𝑏) ◦ (𝜕0 ⊗ 𝐿) = 𝑏
𝑙 𝑗 = ℎ ◦ (𝜕0 ⊗ 𝐿) ◦ 𝑗 = ℎ ◦ 𝐼 𝑗 ◦ (𝜕0 ⊗ 𝐾)

= 𝑘 ◦ 𝐼𝑎 ◦ (𝜕0 ⊗ 𝐾) = 𝑘 ◦ (𝜕0 ⊗ 𝑋 ) ◦ 𝑎 = 𝑎

and this achieves the proof.
(iv): We already know that a trivial fibration is a weak 𝐼 -equivalence, by proposition

4.5.6(i) and remark 4.5.5(ii). Conversely, let 𝑝 : 𝑋 → 𝑌 be an 𝐼 -fibration between fibrant
presheaves, and suppose that 𝑝 is a weak 𝐼 -equivalence; so 𝑝 is an 𝐼 -homotopic equiva-
lence, by (i). Then, by lemma 4.5.8, there exists a morphism 𝑡 : 𝑌 → 𝑋 and an 𝐼 -homotopy
𝑘 : 𝐼𝑌 → 𝑌 from 1𝑌 to 𝑝𝑡 . We then get a commutative square :

𝑌
𝑡 //

𝜕1⊗𝑌
��

𝑋

𝑝

��
𝐼𝑌

𝑘 // 𝑌 .

But notice that 𝜕1 ⊗ 𝑌 is an 𝐼 -anodyne extension, so by assumption the square admits a
diagonal filler 𝑘 ′ : 𝐼𝑌 → 𝑋 ; set 𝑠 := 𝑘 ′ ◦ (𝜕0 ⊗ 𝑌 ) : 𝑌 → 𝑋 . Hence :

𝑝𝑠 = 𝑝𝑘 ′ ◦ (𝜕0 ⊗ 𝑌 ) = 𝑘 ◦ (𝜕0 ⊗ 𝑌 ) = 1𝑌 .
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Since 𝑝 is an 𝐼 -homotopy equivalence, we then have [𝑠𝑝] = [1𝑋 ] as well in [𝑋,𝑋 ], and
by invoking again lemma 4.5.8 we get an 𝐼 -homotopy ℎ from 1𝑋 to 𝑠𝑝 .

Notice now that the two morphisms :

{1} ⊗ 𝐼𝑋 ∼−→ 𝐼𝑋
𝜎•⊗𝑠𝑝−−−−−→ 𝑋

(ℎ,𝑠𝑝ℎ)
←−−−−−− 𝐼𝑋 ⊔ 𝐼𝑋 ∼←− 𝐼 (𝜕𝐼 ⊗ 𝑋 )

agree on {1} ⊗ 𝐼𝑋 ∩ 𝐼 (𝜕𝐼 ⊗ 𝑋 ) = {1} ⊗ (𝜕𝐼 ⊗ 𝑋 ), and therefore induce a morphism

𝑢 : {1} ⊗ 𝐼𝑋 ∪ 𝐼 (𝜕𝐼 ⊗ 𝑋 ) → 𝑋 .

We then get another commutative square :

{1} ⊗ 𝐼𝑋 ∪ 𝐼 (𝜕𝐼 ⊗ 𝑋 ) 𝑢 //

��

𝑋

𝑝

��
𝐼 (𝐼𝑋 ) 𝐼 (𝜎•⊗𝑋 ) // 𝐼𝑋

𝑝ℎ // 𝑌

whose left vertical arrow is again an 𝐼 -anodyne extension, hence it admits a diagonal filler
𝐻 : 𝐼 (𝐼𝑋 ) → 𝑋 . Set 𝐾 := 𝐻 ◦ (𝜕0 ⊗ 𝐼𝑋 ) : 𝐼𝑋 → 𝑋 . We compute:

𝐾 ◦ (𝜕0 ⊗ 𝑋 ) = 𝐻 ◦ (𝜕0 ⊗ 𝐼𝑋 ) ◦ (𝜕0 ⊗ 𝑋 ) = ℎ ◦ (𝜕0 ⊗ 𝑋 ) = 1𝑋
𝐾 ◦ (𝜕1 ⊗ 𝑋 ) = 𝐻 ◦ (𝜕0 ⊗ 𝐼𝑋 ) ◦ (𝜕1 ⊗ 𝑋 ) = 𝑠𝑝ℎ ◦ (𝜕0 ⊗ 𝑋 ) = 𝑠𝑝

𝑝𝐾 = 𝑝𝐻 ◦ (𝜕0 ⊗ 𝐼𝑋 ) = 𝑝ℎ ◦ (𝜕0 ⊗ 𝑋 ) ◦ (𝜎• ⊗ 𝑋 ) = 𝑝 ◦ (𝜎• ⊗ 𝑋 ).
So, 𝑝 is the dual of a strong deformation retract, and we conclude with (iii). □

Corollary 4.5.10. Let 𝑖 : 𝑋 → 𝑌 be a monomorphism of Â . We have :
(i) If 𝑌 is 𝐼 -fibrant, then 𝑖 is an 𝐼 -anodyne extension⇔ 𝑖 is a weak 𝐼 -equivalence.
(ii) 𝑖 is a weak 𝐼 -equivalence⇔ 𝑖 has the left lifting property with respect to the class of

𝐼 -fibrations with 𝐼 -fibrant target.

Proof. (i): We already know that every 𝐼 -anodyne extension is a weak 𝐼 -equivalence
(proposition 4.5.9(i)). Conversely, suppose that 𝑌 is 𝐼 -fibrant, and that 𝑖 is a weak 𝐼 -
equivalence. Pick a factorization 𝑖 = 𝑝 𝑗 , where 𝑗 is an 𝐼 -anodyne extension and 𝑝 is
an 𝐼 -fibration (remark 4.5.5(i)); especially, 𝑗 is a weak 𝐼 -equivalence, so the same holds for
𝑝 . Moreover, since the target of 𝑝 is 𝐼 -fibrant, the same holds for its source. Then 𝑝 is a
trivial fibration, by proposition 4.5.9(iv), i.e. 𝑖 ∈ 𝑙 ({𝑝}). By the retract lemma (proposition
3.1.10), 𝑖 is then a retract of 𝑗 , whence the assertion.

(ii): Pick a factorization 𝑝 = 𝑞 𝑗 for the unique morphism 𝑝 : 𝑌 → 𝑒 , where 𝑒 is a
final object of Â , 𝑞 : 𝑌 ′ → 𝑒 is an 𝐼 -fibration and 𝑗 : 𝑌 → 𝑌 ′ is an 𝐼 -anodyne extension
(remark 4.5.5(i)); hence, 𝑌 ′ is 𝐼 -fibrant. Suppose first that 𝑖 is a weak 𝐼 -equivalence, and
consider a commutative square :

(∗)
𝑋

𝑎 //

𝑖
��

𝐴

𝑓
��

𝑌
𝑏 // 𝐵

where 𝑓 is an 𝐼 -fibration with 𝐼 -fibrant target. Then there exists a morphism 𝑏′ : 𝑌 ′ → 𝐵

with 𝑏 = 𝑏′ ◦ 𝑗 . Since 𝑗𝑖 is a monomorphism with 𝐼 -fibrant target, (i) says that there exists
a morphism 𝑙 ′ : 𝑌 ′ → 𝐴 with 𝑓 𝑙 ′ = 𝑏′ and 𝑙 ′ 𝑗𝑖 = 𝑎. Then 𝑙 := 𝑙 ′ 𝑗 : 𝑌 → 𝐴 is the sought
diagonal filler for (∗).

Conversely, if 𝑖 has the left lifting property with respect to the class of 𝐼 -fibrations with
𝐼 -fibrant target, choose a factorisation of 𝑗𝑖 into an 𝐼 -anodyne extension 𝑘 followed by an
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𝐼 -fibration (with fibrant target). Then the retract lemma implies that 𝑗𝑖 is a retract of 𝑘 ,
hence is 𝐼 -anodyne. In particular, 𝑗𝑖 is a weak 𝐼 -equivalence (proposition 4.5.9(i)). But the
same holds for 𝑗 , hence also for 𝑖 . □

Corollary 4.5.11. Let 𝑗 : 𝐾 → 𝐿 be a monomorphism in Â between 𝐼 -fibrant presheaves.
The following conditions are equivalent :

(a) 𝑗 is a weak 𝐼 -equivalence
(b) 𝑗 is an 𝐼 -anodyne extension
(c) 𝑗 is a strong deformation retract.

Proof. (a)⇔(b) is a special case of corollary 4.5.10, and the equivalence (b)⇔(c) follows
from proposition 4.5.6(ii,iii). □

4.5.12. Let us denote by W𝐼 , H𝐼 and M respectively the class of weak 𝐼 -equivalences,
of 𝐼 -homotopy equivalences, and of monomorphisms of A . We then have :

Proposition 4.5.13. There exists a cardinal 𝛼0 such that the following holds for every car-
dinal 𝛼 ≥ 𝛼0. For every morphism 𝑖 : 𝑋 → 𝑌 in M ∩W𝐼 and every 2𝛼 -admissible subobject
𝑌 ′ ⊂ 𝑌 , there exists a 2𝛼 -accessible subobject𝑌 ′′ ⊂ 𝑌 with𝑌 ′ ⊂ 𝑌 ′′, such that the restriction
𝑋 ∩ 𝑌 ′′ → 𝑌 ′′ of 𝑖 lies in M ∩W𝐼 .

Proof. By assumption, there exists a subset Λ ⊂ An such that An = 𝑙 (𝑟 (Λ)), and notice
that every 𝐼 -anodyne extension lies in M ∩W𝐼 , by proposition 4.5.9(i). Let Ω be the class
of ordinals, and consider the family of functors

(L𝛽 : Â → Â | 𝛽 ∈ Ω)
associated with the set Λ, as in §4.2.12. By theorem 4.1.8 and corollary 4.2.5(i), there exists
an ordinal 𝛾 such that L𝛾𝑋 is Λ-injective for every 𝑋 ∈ Ob(Â ), i.e. L𝛾𝑋 is 𝐼 -fibrant for
every such 𝑋 , since 𝑟 (Λ) = 𝑟 (An) (proposition 3.1.9(iii)); moreover, there exists a natural
transformation 𝜆• : 1Â ⇒ L𝛾 such that 𝜆𝑋 : 𝑋 → L𝛾𝑋 is an 𝐼 -anodyne extension,
for every 𝑋 ∈ Ob(Â ). We set L := L𝛾 ; by virtue of proposition 4.2.13(i,ii), L sends
monomorphisms to monomorphisms, and every pair 𝑋 → 𝑍 ← 𝑌 of monomorphisms of
Â induces an isomorphism

L(𝑋 ∩ 𝑌 ) ∼−→ L𝑋 ∩ L𝑌 .

Furthermore, by propositions 4.2.9(i), 4.2.11(ii) and 4.2.13(iii), there exists an infinite car-
dinal 𝛼0 such that for every cardinal 𝛼 ≥ 𝛼0 we have :

(a) the functors L and 𝐼 are 𝛼-accessible, and send 2𝛼 -accessible presheaves to 2𝛼 -
accessible presheaves

(b) every presheaf on A is the 𝛼-filtered union of its 𝛼-accessible subpresheaves.
Consider then a morphism 𝑖 : 𝑋 → 𝑌 in M ∩W𝐼 ; we get a commutative diagram :

𝑋
𝜆𝑋 //

𝑖
��

L𝑋

L𝑖
��

𝑌
𝜆𝑌 // L𝑌 .

We have 𝜆𝑋 , 𝜆𝑌 ∈ W𝐼 by proposition 4.5.9(i), so L𝑖 ∈ M ∩ W𝐼 as well; since L𝑋 and L𝑌
are 𝐼 -fibrant, corollary 4.5.11 then says that L𝑖 is a strong deformation retract. Hence, we
have morphisms 𝑟 : L𝑌 → L𝑋 and ℎ : 𝐼 (L𝑌 ) → L𝑌 such that :

𝑟 ◦ L𝑖 =1L𝑋 ℎ ◦ (𝜕0 ⊗ L𝑌 ) =1L𝑌 ℎ ◦ (𝜕1 ⊗ L𝑌 ) =L(𝑖) ◦ 𝑟 ℎ ◦ 𝐼 (L𝑖) = (𝜎• ⊗ L𝑌 ) ◦ 𝐼 (L𝑖).
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Now, let 𝛼 ≥ 𝛼0; recall that 𝛼+ is 𝛼-filtered (example 4.1.3(iii)), and 𝛼+ ≤ 2𝛼 . Let F
be the set of all 2𝛼 -accessible subobjects of 𝑌 , and 𝑌 ′ ∈ F ; we shall exhibit a family
{ 𝑗𝛽 : 𝑌𝛽 → 𝑌 | 𝛽 ∈ 𝛼+} ⊂ F such that

(c) 𝑌0 = 𝑌 ′ and 𝑌𝛿 ⊂ 𝑌𝛽 whenever 𝛿 ≤ 𝛽 < 𝛼+

(d) for every 𝛽 ∈ 𝛼+ we have a commutative diagram :

𝐼 (L𝑌𝛽 )
𝑘𝛽 //

𝐼 (L𝑗𝛽 )
��

L𝑌𝛽+1

L𝑗𝛽+1
��

𝐼 (L𝑌 ) ℎ // L𝑌 .

Notice that 𝑘𝛽 is uniquely determined, since L 𝑗𝛽+1 is a monomorphism. We proceed by
transfinite induction : for 𝛽 = 0, we set 𝑌0 := 𝑌 ′; suppose then that 𝛼+ > 𝛽 > 0, and
that we have already exhibited 𝑌𝛿 for every 𝛿 < 𝛽 . According to proposition 4.2.4, the
subobject𝑍 :=

⋃
𝛿<𝛽 𝑌𝛿 is still 2𝛼 -accessible, and then the same holds for 𝐼 (L𝑍 ), by (a). By

(b), F is 2𝛼 -filtered and 𝑌 =
⋃
𝐹 ∈F 𝐹 ; since L is 2𝛼 -accessible and preserves monomor-

phisms, we deduce that L𝑌 =
⋃
𝐹 ∈F L𝐹 . Hence, the restriction 𝐼 (L𝑍 ) → L𝑌 of ℎ to the

subobject 𝐼 (L𝑍 ) → 𝐼 (L𝑌 ) factors through a morphism 𝐼 (L𝑍 ) → L𝐹 for some 𝐹 ∈ F ; we
have 𝑌𝛽 := 𝑍 ∪ 𝐹 ∈ F by proposition 4.2.9(ii), and this completes the construction of the
family 𝑌•.

By proposition 4.2.4, the subobject 𝑌 ′′ :=
⋃
𝛽∈𝛼+ 𝑌𝛽 of 𝑌 is 2𝛼 -accessible. Since L and 𝐼

are 𝛼-accessible, we have natural identifications :

lim
−→
𝛽∈𝛼+

L𝑌𝛽 ∼−→ L𝑌 ′′ lim
−→
𝛽∈𝛼+

𝐼 (L𝑌𝛽 ) ∼−→ 𝐼 (L𝑌 ′′).

Hence, the colimit of the system of morphisms (𝑘𝛽 | 𝛽 ∈ 𝛼+) yields a morphism 𝑘 :
𝐼 (L𝑌 ′′) → L𝑌 ′′ fitting into the commutative diagram :

𝐼 (L𝑌 ′′) 𝑘 //

𝐼 (L𝑗 )
��

L𝑌 ′′

L𝑗
��

𝐼 (L𝑌 ) ℎ // L𝑌

where 𝑗 : 𝑌 ′′ → 𝑌 is the inclusion. Moreover, for every 𝛽 ∈ 𝛼+ we have :

L(𝑖) ◦ 𝑟 ◦ L( 𝑗𝛽 ) = ℎ ◦ (𝜕1 ⊗ L𝑌 ) ◦ L( 𝑗𝛽 ) = ℎ ◦ 𝐼 (L 𝑗𝛽 ) ◦ (𝜕1 ⊗ L𝑌𝛽 ) = L( 𝑗𝛽+1) ◦𝑘𝛽 ◦ (𝜕1 ⊗ L𝑌𝛽 )

whence a unique morphism 𝑠𝛽 : L𝑌𝛽 → L𝑋 ∩ L𝑌𝛽+1 making commute the diagram:

L𝑌𝛽
𝑠𝛽

%%

𝑟◦L( 𝑗𝛽 )

''

𝑘𝛽◦(𝜕1⊗L𝑌𝛽 )

$$
L𝑋 ∩ L𝑌𝛽+1 //

��

L𝑌𝛽+1

L𝑗𝛽+1
��

L𝑋 L𝑖 // L𝑌

Since the colimits are universal in Â (example 1.6.19(ii)), and since L is 𝛼-accessible, we
have natural identifications :⋃

𝛽∈𝛼+
(𝑋 ∩ 𝑌𝛽 ) = 𝑋 ∩ 𝑌 ′′ lim

−→
𝛽∈𝛼+

L𝑋 ∩ L𝑌𝛽 ∼−→ L(𝑋 ∩ 𝑌 ′′) .
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Hence, the colimit of the system of morphisms (𝑠𝛽 | 𝛽 ∈ 𝛼+) yields a morphism 𝑠 : L𝑌 ′′ →
L(𝑋 ∩ 𝑌 ′′) fitting into the commutative diagram :

L𝑌 ′′
𝑠

%%

𝑟◦L( 𝑗 )

''

𝑘◦(𝜕1⊗L𝑌 ′′ )

$$
L(𝑋 ∩ 𝑌 ′′) L𝑖′ //

L𝑗 ′
��

L𝑌 ′′

L𝑗
��

L𝑋 L𝑖 // L𝑌

where 𝑋
𝑗 ′

←− 𝑋 ∩ 𝑌 ′′ 𝑖
′
−→ 𝑌 ′′ are the inclusions. We compute :

L( 𝑗 ′) ◦ 𝑠 ◦ L(𝑖′) = 𝑟 ◦ L( 𝑗) ◦ L(𝑖′) = 𝑟 ◦ L(𝑖) ◦ L( 𝑗 ′) = L( 𝑗 ′)
L( 𝑗) ◦ 𝑘 ◦ (𝜕0 ⊗ L𝑋 ) = ℎ ◦ 𝐼 (L 𝑗) ◦ (𝜕0 ⊗ L𝑋 ) = ℎ ◦ (𝜕0 ⊗ L𝑌 ) ◦ L( 𝑗) = L( 𝑗)

L( 𝑗) ◦ 𝑘 ◦ 𝐼 (L𝑖′) = ℎ ◦ 𝐼 (L 𝑗) ◦ 𝐼 (L𝑖′) = ℎ ◦ 𝐼 (L𝑖) ◦ 𝐼 (L 𝑗 ′)
= (𝜎• ⊗ L𝑌 ) ◦ 𝐼 (L𝑖) ◦ 𝐼 (L 𝑗 ′) = (𝜎• ⊗ L𝑌 ) ◦ 𝐼 (L 𝑗) ◦ 𝐼 (L𝑖′)
= L( 𝑗) ◦ (𝜎• ⊗ L𝑌 ′′) ◦ 𝐼 (L𝑖′)

and since L( 𝑗) and L( 𝑗 ′) are monomorphisms, we then deduce :

𝑠 ◦ L(𝑖′) = 1𝑋∩𝑌 ′′ 𝑘 ◦ (𝜕0 ⊗ L𝑋 ) = 1L𝑌 ′′ 𝑘 ◦ 𝐼 (L𝑖′) = (𝜎• ⊗ L𝑌 ′′) ◦ 𝐼 (L𝑖′)
which shows that L𝑖′ : L(𝑋 ∩ 𝑌 ′′) → L𝑌 ′′ is a strong deformation retract, and therefore
a weak 𝐼 -equivalence (corollary 4.5.11). Then, the commutative square :

𝑋 ∩ 𝑌 ′′
𝜆𝑋∩𝑌 ′′ //

𝑖′

��

L(𝑋 ∩ 𝑌 ′′)
L𝑖′
��

𝑌 ′′
𝜆𝑌 ′′ // L𝑌 ′′

shows that 𝑖′ lies in M ∩W𝐼 . □

Theorem 4.5.14. (i) There exists a unique cofibrantly generated model category

(Â ,W𝐼 ,F 𝑖𝑏𝐼 ,C𝑜 𝑓𝐼 )
with C𝑜 𝑓𝐼 := M (notation of §4.5.12).

(ii) Every fibration for this model structure is an 𝐼 -fibration.
(iii) A presheaf 𝑋 is fibrant relative to this model structure⇔ 𝑋 is 𝐼 -fibrant.
(iv) A morphism 𝑓 with fibrant target is a fibration⇔ 𝑓 is an 𝐼 -fibration.
(v) Every presheaf is cofibrant; every 𝐼 -anodyne extension is a trivial cofibration.

Proof. (i): By definition, the class of trivial fibrations is 𝑟 (M ), and we know already that
(M , 𝑟 (M )) is a weak factorization system for Â (corollary 4.2.7). It is also clear that W𝐼

enjoys the 2-out-of-3 property. Moreover, Â is cocomplete (remark 1.6.2(i)).

Claim 4.5.15. (i) 𝑟 (M ) = W𝐼 ∩ 𝑟 (M ∩W𝐼 ).
(ii) M ∩W𝐼 is a saturated class of morphisms of Â .

Proof : (i): The inclusion 𝑟 (M ) ⊂ 𝑟 (M ∩W𝐼 ) is trivial, andwe have 𝑟 (M ) ⊂ H𝐼 , by virtue
of proposition 4.5.6(i); but obviouslyH𝐼 ⊂ W𝐼 . Hence, let (𝑝 : 𝑋 → 𝑌 ) ∈ W𝐼 ∩𝑟 (M ∩W𝐼 );
we may then factor 𝑝 = 𝑗 with 𝑗 ∈ M and 𝑞 ∈ 𝑟 (M ), and by the 2-out-of-3 property,
𝑗 ∈ M ∩ W𝐼 , since we have just shown that 𝑞 ∈ W𝐼 . By the retract lemma (proposition
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3.1.10), 𝑝 is then a retract of 𝑞. But 𝑟 (M ) is stable under retracts (proposition 3.1.10 and
remark 3.1.4(i)), so 𝑝 ∈ 𝑟 (M ).

(ii): This follows from corollary 4.5.10(ii) and proposition 3.1.9(v). 3

The class 𝑟 (M ∩ W𝐼 ) shall therefore be our designated class of fibrations; we know
already that the candidate class M of cofibrations admits a generating set (see the proof
of corollary 4.2.7); to conclude, it then suffices to exhibit a generating set of trivial cofi-
brations, since then corollary 4.1.9 will imply that (M ∩W𝐼 , 𝑟 (M ∩W𝐼 )) is a weak fac-
torization system for Â , and claim 4.5.15(i) will identify 𝑟 (M ) with the class of trivial
fibrations. To this aim, let 𝛼0 be an infinite cardinal fulfilling the condition of proposition
4.5.13, and 𝛼 ≥ 𝛼0 such that A is 𝛼-small; let also F be the set of all presheaves 𝑋 on
A such that 𝑋 (𝐴) ∈ 2𝛼 for every 𝐴 ∈ Ob(A ), and G the set of all elements 𝐾 → 𝐿

of M ∩ W𝐼 such that 𝐾, 𝐿 ∈ F . According to propositions 4.2.9(ii) and 4.5.13, for every
element 𝑖 : 𝑋 → 𝑌 of M ∩W𝐼 and every 2𝛼 -accessible subpresheaf 𝑌 ′ ⊂ 𝑌 there exist an
element 𝑗 : 𝐾 → 𝐿 of G and a 2𝛼 -accessible subpresheaf 𝑌 ′′ ⊂ 𝑌 containing 𝑌 ′ and with
isomorphisms 𝜙 : 𝐾 ∼−→ 𝑋 ∩ 𝑌 ′′,𝜓 : 𝐿 ∼−→ 𝑌 ′′ making commute the diagram :

𝐾
𝑗 //

𝜙
��

𝐿

𝜓
��

𝑋 ∩ 𝑌 ′′
𝑖 |𝑋∩𝑌 ′′ // 𝑌 ′′ .

We have 𝑟 (M ∩W𝐼 ) ⊂ 𝑟 (G ) (proposition 4.2.9(ii)); in order to show the converse inclu-
sion, consider any commutative diagram :

𝐴
𝑓 //

𝑖
��

𝑋

𝑝

��
𝐵

𝑔 // 𝑌

with 𝑝 ∈ 𝑟 (G ) and 𝑖 ∈ M ∩ W𝐼 , and denote by D the set of all morphisms ℎ : 𝐵′ → 𝑋

with 𝐴 ⊂ 𝐵′ ⊂ 𝐵 and such that ℎ is a diagonal filler for the induced diagram :

𝐴
𝑓 //

��

𝑋

𝑝

��
𝐵′

𝑔|𝐵′ // 𝑌 .

Notice that D ≠ ∅, since 𝑓 ∈ D . We endow D with the partial order such that

(ℎ1 : 𝐵1 → 𝑋 ) ≤ (ℎ2 : 𝐵2 → 𝑋 ) ⇔ 𝐵1 ⊂ 𝐵2 and ℎ1 = ℎ2 |𝐵1 .

Arguing as in the proof of corollary 4.2.7, we see that D admits a maximal element 𝑘 :
𝐶 → 𝑋 , and we are reduced to checking that 𝐶 = 𝐵. However, 𝐵 is the filtered union
of its 2𝛼 -accessible subpresheaves (propositions 4.2.9(i)); hence, if 𝐶 ≠ 𝐵 there exists a
2𝛼 -accessible presheaf 𝐵′ ⊂ 𝐵 such that 𝐵′ ⊄ 𝐶 , and then we can find a 2𝛼 -accessible
presheaf 𝐵′′ ⊂ 𝐵 with 𝐵′ ⊂ 𝐵′′ and ( 𝑗 : 𝐾 → 𝐿) ∈ G fitting into a commutative diagram :

𝐾
𝜙 //

𝑗

��

𝐶 ∩ 𝐵′′
𝑘 |𝐶∩𝐵′′ //

��

𝑋

𝑝

��
𝐿

𝜓 // 𝐵′′ // 𝐵
𝑔 // 𝑌
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where 𝜙 and 𝜓 are isomorphisms of Â . Since 𝑝 ∈ 𝑟 (G ), we then get a diagonal filler
𝑘 ′ : 𝐵′′ → 𝑋 for the right square subdiagram. Set 𝐶′ := 𝐶 ∪ 𝐵′′; then 𝑘 and 𝑘 ′ determine
an element 𝑘 ′′ : 𝐶′ → 𝑋 of D with 𝑘 ′′ > 𝑘 , a contradiction.

Hence, G is the sought generating set of trivial cofibrations.
(ii,v): Since the initial object of Â is the empty presheaf, every presheaf is cofibrant.

For the second assertion, it suffices to recall that An ⊂ M ∩W𝐼 (proposition 4.5.9(i)), so
that 𝑟 (M ∩W𝐼 ) ⊂ 𝑟 (An) (proposition 3.1.9(ii)).

(iii,iv): Corollary 4.5.10(ii) shows that every 𝐼 -fibration with 𝐼 -fibrant target is a fibra-
tion for the model structure on Â given by (i). Especially, every 𝐼 -fibrant presheaf is
fibrant; so, every 𝐼 -fibration with fibrant target is a fibration, whence the assertions, in
view of (ii). □

SetF 𝑖𝑏𝐼 := 𝑟 (M∩W𝐼 ); by theorem 4.5.14, we then have awell-definedmodel category
(Â ,W𝐼 ,F 𝑖𝑏𝐼 ,M ), whose homotopy category we denote by :

ho𝐼 (Â ).

Corollary 4.5.16. (i) W𝐼 is the smallest subclass of Mor(Â ) containing An and enjoying
the 2-out-of-3 property of definition 3.2.1(b).

(ii) The localization Â [An−1] of Â exists, and the natural functor Â → ho𝐼 (Â )
factors through an isomorphism of categories :

Â [An−1] ∼−→ ho𝐼 (Â ).

(iii) For every fibrant object 𝑌 of Â , we have natural identifications :

ho𝐼 (Â ) (𝑋,𝑌 ) ∼−→ [𝑋,𝑌 ] ∀𝑋 ∈ Ob(Â )

where [𝑋,𝑌 ] is the set of 𝐼 -homotopy classes of maps 𝑋 → 𝑌 (definition 4.5.1(ii)).

Proof. (i): Let 𝑓 : 𝑋 → 𝑌 be any morphism of Â . The proof of proposition 4.5.13 exhibits
an 𝐼 -anodyne extension 𝑗 : 𝑌 → 𝑌 ′ with fibrant target. Moreover, let Λ ⊂ An be a
subset such that An = 𝑙 (𝑟 (Λ)); by applying corollary 4.1.9(i) with I = Λ, we obtain a
commutative diagram :

𝑋
𝑖 //

𝑓

��

𝑋 ′

𝑝

��
𝑌

𝑗 // 𝑌 ′

such that 𝑖 and 𝑗 are 𝐼 -anodyne extensions, and 𝑝 an 𝐼 -fibration. Then 𝑝 is a fibration
of Â , by theorem 4.5.14(iv). If 𝑓 is a weak equivalence of Â , the same then holds for
𝑝 , therefore 𝑝 is the dual of a strong deformation restract (proposition 4.5.9(iii)), and in
particular it admits a section 𝑠 : 𝑌 ′ → 𝑋 ′. Hence, 𝑠 lies in M ∩W𝐼 , so it is an 𝐼 -anodyne
extension (corollary 4.5.11), whence the claim.

(ii): If 𝐹 : Â → B is any functor such that 𝐹𝑔 is an isomorphism for every 𝑔 ∈ An,
then (i) implies that 𝐹 𝑓 is an isomorphism for every 𝑓 ∈ W𝐼 ; since An ⊂ W𝐼 , the assertion
follows.

(iii): Since every object of Â is cofibrant, the assertion follows from lemma 3.2.11(i),
proposition 3.2.14(ii), and the explicit construction of the homotopy category in the proof
of theorem 3.3.5. □
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Proposition 4.5.17. Endow Â with the model structure given by theorem 4.5.14, and let C
be another model category, and 𝐹 : Â ⇄ C : 𝐺 an adjoint pair of functors, such that 𝐹 sends
monomorphisms to cofibrations. Let moreover Λ ⊂ An be a subset such that An = 𝑙 (𝑟 (Λ)).
The following conditions are equivalent :

(a) (𝐹,𝐺) is a Quillen adjunction.
(b) 𝐹 sends every 𝐼 -anodyne extension to a trivial cofibration of C .
(c) 𝐹 sends every element of Λ to a trivial cofibration of C .

Proof. We have (a)⇒(b)⇒(c), by lemma 4.5.14 and proposition 4.5.9(i).
Next, recall that the class F of trivial cofibrations of D is saturated (proposition

3.1.9(v)), so 𝐹 −1F is a saturated class of C (remark 3.1.4(iii) and [13, Prop.2.49(ii)]); on
the other hand, An is the saturation of Λ (remark 4.4.7(ii)), so (c)⇒(b).

Lastly, suppose that (b) holds, and let 𝑖 : 𝑋 → 𝑌 be a trivial cofibration; the proof of
proposition 4.5.13 exhibits a commutative diagram of Â :

𝑋
𝜆𝑋 //

𝑖
��

L𝑋

L𝑖
��

𝑌
𝜆𝑌 // L𝑌

where L𝑋 and L𝑌 are 𝐼 -fibrant, 𝜆𝑋 and 𝜆𝑌 are 𝐼 -anodyne extensions, and L𝑖 is a monomor-
phism, since the same holds for 𝑖; hence L𝑖 is a trivial cofibration of Â , and so it is an
𝐼 -anodyne extension (corollary 4.5.11). Then 𝐹 (L𝑖), 𝐹𝜆𝑋 and 𝐹𝜆𝑌 are isomorphisms, so
the same must hold for 𝐹𝑖 , whence (a), again by lemma 4.5.14. □

4.6. Localizers and absolute weak equivalences. This section complements theorem
4.5.14 with some further useful observations. To begin with, for any small category A ,
we wish to characterize the subclasses W ⊂ Mor(Â ) that can occur as classes of weak
equivalences for some model category structure on Â obtained via theorem 4.5.14. To
this aim, we make the following :

Definition 4.6.1. Let C be a category, M ⊂ Mor(C ) the class of monomorphisms of
C , and W ⊂ Mor(C ) another class. We say that W is a C -localizer, if the following
conditions hold :

(L1) W satisfies the 2-out-of-3 property (see definition 3.2.1(i.b))
(L2) 𝑟 (M ) ⊂ W (notation of definition 3.1.1(iii))
(L3) W ∩M is weakly saturated (see definition 3.1.3(vii)).

Lemma 4.6.2. For every categoryC and every subclass𝐶 ⊂ Mor(C ), there exists a smallest
C -localizer W (𝐶) containing 𝐶 . We call W (𝐶) the C -localizer generated by 𝐶 .

Proof. The only difficulties in proving this assertion are due to set-theoretic issues : we
would like to just take the intersection of all the C -localizers containing 𝐶 , but it is not
clear whether that is a legitimate operation, since it involves quantifications over classes.
Instead, we argue as in the proof of proposition 3.1.6.

Obviously we may assume that 𝑟 (M ) ⊂ 𝐶 , where M denotes the class of monomor-
phisms of C . Next, for every category A , every class 𝐵 ⊂ Mor(A ), and every infinite
cardinal 𝜅, we say that 𝐵 is weakly 𝑘-saturated if it satisfies the 2-out-of-3 property, and
is stable under push-outs and 𝜅-small compositions (where the latter are defined as in the
proof of proposition 3.1.6). If A is small, we also define the weak 𝜅-saturation 𝐵∗

𝜅,A of 𝐵
in A as the intersection of all weakly 𝜅-saturated subclasses of Mor(A ) containing 𝐵.
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Let Ω be the class of all infinite cardinals, and for every 𝜅 ∈ Ω let E𝜅 be the class of all
small relatively 𝜅-cocomplete subcategories of C (defined as in the proof of proposition
3.1.6); we set

𝐶∗𝜅 :=
⋃

A ∈E
(𝐶 ∩Mor(A ))∗𝜅,A W (𝐶) :=

⋃
𝜅∈Ω

𝐶∗𝜅 .

With claim 3.1.7, it is easily seen that W (𝐶) is the smallest C -localizer containing𝐶 . □

Definition 4.6.3. Let C be a category, and W a C -localizer. We say that W is accessible,
if it is the C -localizer W (𝑆) generated by a subset 𝑆 of Mor(C ).

Proposition 4.6.4. (i) Let A be a small category, ((𝐼 , 𝜕•, 𝜎),An) a homotopical structure
on A , and W the class of weak equivalences for the model category structure induced on Â

by ((𝐼 , 𝜕•, 𝜎),An) via theorem 4.5.14. Then W is an accessible Â -localizer.

(ii) More precisely, if Λ is a subset ofMor(Â ) such that An = 𝑙 (𝑟 (Λ)), then W = W (Λ).

Proof. Since M and W ∩M are the classes of cofibrations and respectively of trivial
cofibrations for the model category structure on Â induced by ((𝐼 , 𝜕•, 𝜎),An), it is clear
that W verifies conditions (L1) and (L2) of definition 4.6.1; condition (L3) also follows,
by virtue of proposition 3.1.9(v). Hence W is a Â -localizer, and clearly W (Λ) ⊂ W , for
any Λ as in (ii), by theorem 4.5.14(v). For the converse, let 𝑓 : 𝑋 → 𝑌 be any element of
W , and denote by 𝐸 the final object of Â ; by corollary 4.1.9(i), we can factor the unique
morphismℎ : 𝑌 → 𝐸 as the composition𝑔◦𝑖 , where 𝑖 : 𝑌 → 𝑌 ′ lies in the weak saturation
I of Λ, and 𝑔 ∈ 𝑟 (Λ), so 𝑌 ′ is a fibrant object of Â (theorem 4.5.14(iv)). By repeating the
same argument with ℎ replaced by 𝑖 ◦ 𝑓 , we get a commutative diagram of Â :

𝑋

𝑓

��

𝑗 // 𝑋 ′

𝑓 ′

��
𝑌

𝑖 // 𝑌 ′

with 𝑖, 𝑗 ∈ I , and 𝑓 ′ is an 𝐼 -fibration with fibrant target. But then 𝑖, 𝑗 ∈ W (Λ), and on
the other hand 𝑓 ′ is a trivial fibration of Â , i.e. an element of 𝑟 (M ), again by theorem
4.5.14(i,iv); hence 𝑓 ′ ∈ W (Λ), by condition (L2) of definition 4.6.1. With (L1), we conclude
that 𝑓 ∈ W (Λ). □

Theorem 4.6.5. Let A be a small category, and W a subclass of Mor(Â ). The following
conditions are equivalent :

(a) W is an accessible Â -localizer.
(b) There exists a homotopical structure (L ,An), where L := (𝐿, 𝜕•, 𝜎) is the Lawvere

cylinder on Â (see example 4.4.5(iii)), such that W is the class of weak equivalences for the
model category structure induced by (L ,An) via theorem 4.5.14.

(c) There exists a homotopical structure (𝐼 , 𝜕•, 𝜎) on A such that W is the class of weak
equivalences for the model category structure on Â induced by (𝐼 , 𝜕•, 𝜎) via theorem 4.5.14.

(d) There exists a cofibrantly generated model category structure on Â whose class of
weak equivalences is W , and whose cofibrations are the monomorphisms of Â .

Proof. (This is [3, Th.1.4.3]). Obviously, (b)⇒(c)⇒(d).
(a)⇒(b): Say that W = W (𝑇 ) for a subset 𝑇 ⊂ Mor(Â ); by corollary 4.2.7, for every

𝑓 ∈ 𝑇 we can find a monomorphism 𝑖 𝑓 and a trivial fibration 𝑝 𝑓 such that 𝑓 = 𝑝 𝑓 ◦ 𝑖 𝑓 , and



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 215

we set 𝑆 := {𝑖 𝑓 | 𝑓 ∈ 𝑇 }. Clearly W = W (𝑆). Let An ⊂ Mor(Â ) be the smallest class of
𝐿-anodyne extensions containing 𝑆 , where L := (𝐿, 𝜕•, 𝜎) denotes the Lawvere cylinder
on Â . Pick a cellular model 𝑀 for Â , and define the subset Λ𝐿 (𝑆,𝑀) as in §4.4.8; by
proposition 4.6.4(ii), the class of weak equivalences of the model category structure on
Â induced by (L ,An) is W ′ := W (Λ𝐿 (𝑆,𝑀)). Clearly, W ⊂ W ′, so we are reduced to
checking the converse inclusion. The latter follows from part (ii) of the following :

Claim 4.6.6. (i) 𝐿(W ) ⊂ W .
(ii) Λ𝐿 (𝑆,𝑀) ⊂ W .

Proof : (i): Recall that 𝐿𝑋 = Ω × 𝑋 for every 𝑋 ∈ Ob(Â ), where Ω denotes a subobject
classifier for Â ; since Ω is an injective object of Â (lemma 1.8.6(iii)), it is easily seen that
the projection 𝜎𝑋 : Ω × 𝑋 → 𝑋 lies in 𝑟 (M ) for every 𝑋 ∈ Ob(Â ), where M denotes
the class of monomorphisms of Â . Especially 𝜎𝑋 ∈ W for every such 𝑋 , and then the
same holds for the morphisms 𝜕𝑖 ⊗𝑋 : 𝑋 → Ω×𝑋 , for 𝑖 = 0, 1, by the 2-out-of-3 property
of W ; however, for every morphism 𝑢 : 𝑋 → 𝑌 of Â we have a commutative diagram :

𝑋
𝑢 //

𝜕0⊗𝑋
��

𝑌

𝜕0⊗𝑌
��

𝐿𝑋
𝐿𝑢 // 𝐿𝑌

so 𝑢 ∈ W ⇔ 𝐿𝑢 ∈ W , again by the 2-out-of-3 property.
(ii): Since 𝑆 ⊂ W , it suffices to check that conditions (An1) and (An2) of definition

4.4.6(i) hold with An replaced by W ∩M . Hence, let 𝑋 → 𝑌 be any monomorphism of
Â ; we get a commutative diagram :

{𝜀} ⊗ 𝑋 //

𝜕𝜀⊗𝑋
��

{𝜀} ⊗ 𝑌
𝛼

��
𝜕𝜀⊗𝑌

��

𝐿𝑋 //

𝐿𝑢 11

𝐿𝑋 ∪ {𝜀} ⊗ 𝑌
𝛽

))
𝐿𝑌

whose square subdiagram is cocartesian. We know already that 𝜕𝜀 ⊗𝑋 ∈ W ∩M , so the
same holds for 𝛼 , by condition (L3) of definition 4.6.1; then, since 𝜕𝜀 ⊗ 𝑌 ∈ W , we get
𝛽 ∈ W ∩M , by condition (L1), and this shows that (An1) holds for W ∩M .

Lastly, let 𝑢 : 𝑋 → 𝑌 be an element of W ∩M ; we get a commutative diagram :

𝜕𝐿 ⊗ 𝑋 𝜕𝐿⊗𝑢 //

��

𝜕𝐿 ⊗ 𝑌
𝛽
��

𝛿

��

𝐿𝑋
𝛼 //

𝐿𝑢 11

𝐿𝑋 ∪ 𝜕𝐿 ⊗ 𝑌
𝛾

))
𝐿𝑌

whose square subdiagram is cocartesian. Since 𝑢 ∈ W ∩M , we have 𝜕𝐿 ⊗ 𝑢 ∈ W ∩M ,
by (L3) (lemma 3.1.8), and then 𝛼 ∈ W ∩M , again by (L3); on the other hand, 𝐿𝑢 ∈ W ,
by (i), so 𝛾 ∈ W ∩M , by (L1). This shows that (An2) holds for W ∩M . 3

(d)⇒(a): Let M be the class of monomorphisms of Â ; by assumption, W ∩M =

𝑙 (𝑟 (Λ)) for some subset Λ of W ∩M , and we show more precisely that W = W (Λ).
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Indeed, it is clear that W is a Â -localizer, since 𝑟 (M ) is the class of trivial fibrations
of the given model category structure on Â , and since 𝑙 (𝑟 (Λ)) is saturated (proposition
3.1.9(v)), so W (Λ) ⊂ W . For the converse, let 𝑓 : 𝑋 → 𝑌 be any element of W ; by
corollary 4.1.9(i) we can write 𝑓 = 𝑔 ◦ 𝑖 , where 𝑖 lies in the weak saturation of Λ, and
𝑔 ∈ 𝑟 (Λ) = 𝑟 (𝑙 (𝑟 (Λ))) = 𝑟 (W ∩M ) (proposition 3.1.9(iii)). Hence, 𝑖 ∈ W (Λ), and
𝑔 is a fibration for the given model category structure; then 𝑔 is a trivial fibration, i.e.
𝑔 ∈ 𝑟 (M ) ⊂ W (Λ), so finally 𝑓 ∈ W (Λ). □

4.6.1. Absolute weak equivalences. Let A be a small category, and I := ((𝐼 , 𝜕•, 𝜎),An) a
homotopical structure on A ; in general, it is not possible to recover the selected class An
of anodyne extensions solely in terms of the model category structure associated to I ;
however, we wish now to explain that I induces on each slice category Â /𝑆 a natural
model category structure, and An can be described purely in terms of the classes of weak
equivalences of all such model categories.

• Indeed, for any 𝑆 ∈ Ob(Â ), recall the natural equivalence of categories :

(∗) �A /𝑆 ∼−→ Â /𝑆

provided by lemma 1.7.2(i). Especially, we may regard a functorial cylinder on�A /𝑆 as the
datumof an endofunctor 𝐼𝑆 : Â /𝑆 → Â /𝑆 togetherwith suitable natural transformations

𝜕𝑆0 , 𝜕
𝑆
1 : 1Â /𝑆 ⇒ 𝐼𝑆 and 𝜎𝑆 : 𝐼𝑆 ⇒ 1Â /𝑆 .

• Any functorial cylinder (𝐼 , 𝜕•, 𝜎) on Â induces such an endofunctor, by the rule :

𝐼𝑆 (𝑋, 𝑓 : 𝑋 → 𝑆) := (𝐼𝑋, 𝜎• ⊗ 𝑓 : 𝐼𝑋 → 𝑆) ∀(𝑋, 𝑓 ) ∈ Ob(Â /𝑆) .

Then clearly we get the corresponding natural transformations, by setting :

𝜕𝑆
𝑖,(𝑋,𝑓 ) := 𝜕𝑖,𝑋 /𝑆 : (𝑋, 𝑓 ) → 𝐼𝑆 (𝑋, 𝑓 ) (𝑖 = 1, 2) 𝜎𝑆(𝑋,𝑓 ) := 𝜎𝑋 /𝑆

for every (𝑋, 𝑓 ) ∈ Ob(Â /𝑆) (notation of §1.4). Moreover, corollary 1.4.6(iii) shows that
the coproduct of any small family ((𝑌𝑖 , 𝑔𝑖 ) | 𝑖 ∈ 𝐼 ) of objects of Â /𝑆 is represented by
(𝑌,𝑔), where 𝑌 :=

⊔
𝑖∈𝐼 𝑌𝑖 with universal co-cone (𝑒𝑖 : 𝑌𝑖 → 𝑌 | 𝑖 ∈ 𝐼 ), and where

𝑔 : 𝑌 → 𝑆 is the unique morphism such that 𝑔 ◦ 𝑒𝑖 = 𝑔𝑖 for every 𝑖 ∈ 𝐼 ; then, taking into
account corollary 1.4.6(i), we see that for every (𝑋, 𝑓 ) ∈ Ob(Â /𝑆) the pair (𝜕𝑆𝑖 | 𝑖 = 1, 2)
induces a monomorphism of Â /𝑆

(𝜕𝑆0,(𝑋,𝑓 ) , 𝜕
𝑆
1,(𝑋,𝑓 ) ) = (𝜕0,𝑋 , 𝜕1,𝑋 )/𝑆 : (𝑋, 𝑓 ) ⊔ (𝑋, 𝑓 ) → 𝐼𝑆 (𝑋, 𝑓 ).

Hence, (𝐼𝑆 , 𝜕𝑆• , 𝜎𝑆 ) is a functorial cylinder on �A /𝑆 , under the equivalence (∗).
• Moreover, suppose that (𝐼 , 𝜕•, 𝜎) is an exact cylinder, and let

𝐹 : 𝐽 → Â /𝑆 𝑗 ↦→ (𝐹 𝑗, 𝑓𝑗 : 𝐹𝑖 → 𝑆)

be a functor from a small category 𝐽 ; pick a colimit 𝐿 for s𝑆 ◦ 𝐹 : 𝐽 → Â and let 𝜏• :
s𝑆 ◦ 𝐹 ⇒ 𝑐𝐿 be a universal co-cone; since 𝐼 preserves small colimits, the induced co-cone
𝐼 ★ 𝜏• : 𝐼 ◦ s𝑆 ◦ 𝐹 ⇒ 𝑐𝐼𝐿 is still universal. Moreover, there exists a unique morphism
𝑓 : 𝐿 → 𝑆 such that 𝑓 ◦ 𝜏 𝑗 = 𝑓𝑗 for every 𝑗 ∈ Ob(𝐽 ), and corollary 1.4.6(iii) implies that
the systems of morphisms

𝜏 𝑗/𝑆 : 𝐹 𝑗 → (𝐿, 𝑓 ) 𝐼 (𝜏 𝑗 )/𝑆 : (𝐼𝐹𝑖, 𝜎• ⊗ 𝑓𝑖 ) → (𝐼𝐿, 𝜎• ⊗ 𝑓 )
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yield universal co-cones 𝜏/𝑆• : 𝐹 ⇒ 𝑐 (𝐿,𝑓 ) and 𝐼𝑆 ★ 𝜏/𝑆• : 𝐼𝑆 ◦ 𝐹 ⇒ 𝑐𝐼𝑆𝐿 . Hence 𝐼𝑆 pre-
serves small colimits; in light of corollary 1.4.6(i), we also see that 𝐼𝑆 preserves monomor-
phisms, so axiom (DH1) of definition 4.4.3(iii) holds for (𝐼𝑆 , 𝜕𝑆• , 𝜎𝑆 ). Furthermore, for every
monomorphism 𝑗/𝑆 : (𝐾, 𝑓 ) → (𝐿,𝑔) of Â /𝑆 , the underlying morphism 𝑗 : 𝐾 → 𝐿 is a
monomorphism of Â (corollary 1.4.6(i)), so the induced diagram :

𝐾
𝑗 //

𝜕𝑖⊗𝐾
��

𝐿

𝜕𝑖⊗𝐿
��

𝐼𝐾
𝐼 𝑗 // 𝐼𝐿

is cartesian in A , for 𝑖 = 0, 1, and since the source functor s𝑆 reflects fibre products
(corollary 1.4.6(i)), we deduce that axiom (DH2) holds for (𝐼𝑆 , 𝜕𝑆• , 𝜎𝑆 ) aswell, i.e. (𝐼𝑆 , 𝜕𝑆• , 𝜎𝑆 )
is an exact cylinder on �A /𝑆 .
• Next, let An be a class of 𝐼 -anodyne extensions, and Λ ⊂ An a subset such that An =

𝑙 (𝑟 (Λ)); by lemma 3.1.12(ii), we have An/𝑆 = 𝑙 (𝑟 (Λ/𝑆)), and it is then clear that An/𝑆 is
a class of 𝐼𝑆 -anodyne extensions. We may then apply theorem 4.5.14 to the homotopical
structure ((𝐼𝑆 , 𝜕𝑆• , 𝜎𝑆 ),An/𝑆) to obtain a model category

(Â /𝑆,W𝐼/𝑆 ,F 𝑖𝑏𝐼/𝑆 ,C𝑜 𝑓𝐼/𝑆 )

whose cofibrations C𝑜 𝑓𝐼/𝑆 are the monomorphisms, and whose fibrant objects are the
𝐼 -fibrations of A with target 𝑆 . By construction, we have :

C𝑜 𝑓𝐼/𝑆 = C𝑜 𝑓𝐼/𝑆 F 𝑖𝑏𝐼/𝑆 ∩W𝐼/𝑆 = (F 𝑖𝑏𝐼 ∩W𝐼 )/𝑆
W𝐼/𝑆 ⊂ W𝐼/𝑆 C𝑜 𝑓𝐼/𝑆 ∩W𝐼/𝑆 ⊂ (C𝑜 𝑓𝐼 ∩W𝐼 )/𝑆 F 𝑖𝑏𝐼/𝑆 ⊂ F 𝑖𝑏𝐼/𝑆 .

Indeed, the first equality follows from corollary 1.4.6(i), and the second one follows from
the first and from lemma 3.1.12(i); the first inclusion follows from corollary 4.5.16(i), the
second one follows from the first and lemma 3.1.12(i), and the third one follows from the
second and from proposition 3.1.9(ii).

Definition 4.6.7. (i) We shall call 𝑆-weak equivalences the elements of W𝐼/𝑆 .
(ii) Let 𝑓 : 𝑋 → 𝑌 be any morphism of Â . We say that 𝑓 is an absolute weak equiva-

lence, relative to the given homotopical structure ((𝐼 , 𝜕•, 𝜎),An), if for every 𝑆 ∈ Ob(Â )
and every morphism 𝑔 : 𝑌 → 𝑆 , the morphism 𝑓 /𝑆 : (𝑋,𝑔 ◦ 𝑓 ) → (𝑌,𝑔) is an 𝑆-weak
equivalence.

Proposition 4.6.8. A monomorphism of Â is in An if and only if it is an absolute weak
equivalence. A morphism of Â is is a trivial fibration if and only if it is both an 𝐼 -fibration
and an absolute weak equivalence.

Proof. If (𝑓 : 𝑋 → 𝑌 ) ∈ An, then 𝑓 /𝑆 ∈ An/𝑆 for every morphism 𝑌 → 𝑆 of Â , so 𝑓 is
an absolute weak equivalence, by corollary 4.5.16(i). Conversely, if the monomorphism 𝑓

is an absolute weak equivalence, then 𝑓 /𝑌 : (𝑋, 𝑓 ) → (𝑌, 1𝑌 ) is a trivial cofibration with
fibrant target in Â /𝑌 , so 𝑓 ∈ An, by corollary 4.5.10(i).

Next, we know already that every trivial fibration is both an 𝐼 -fibration and an absolute
weak equivalence; conversely, if 𝑓 : 𝑋 → 𝑌 is both an 𝐼 -fibration and an absolute weak
equivalence, then 𝑓 /𝑌 : (𝑋, 𝑓 ) → (𝑌, 1𝑌 ) is both an 𝐼𝑌 -fibration with fibrant target and a
weak equivalence in Â /𝑌 , so 𝑓 /𝑌 is a trivial fibration (theorem 4.5.14(iv)), and then the
same holds for 𝑓 . □
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Proposition 4.6.9. (i) The absolute weak equivalences of Â form the smallest classW 𝑎 ⊂
Mor(Â ) containing An and verifying the following condition : for every pair 𝑋

𝑓
−→ 𝑌

𝑔
−→ 𝑍

of morphisms of Â with 𝑓 ∈ W 𝑎 , we have 𝑔 ∈ W 𝑎 ⇔ 𝑔𝑓 ∈ W 𝑎 .

(ii) Moreover, a morphism of Â is an absolute weak equivalence if and only if it admits
a factorisation into an 𝐼 -anodyne extension followed by a trivial fibration.

Proof. Let us check first that W 𝑎 fulfills the conditions of (i) : indeed, by construction
An ⊂ W 𝑎 ; next, for 𝑓 and 𝑔 as in (i), and any morphism ℎ : 𝑍 → 𝑆 , we get an 𝑆-weak
equivalence 𝑓 /𝑆 : (𝑋,ℎ𝑔𝑓 ) → (𝑌,ℎ𝑔), and then clearly 𝑔/𝑆 : (𝑌,ℎ𝑔) → (𝑍,ℎ) is an
𝑆-weak equivalence if and only if the same holds for 𝑔𝑓 /𝑆 : (𝑋,ℎ𝑔𝑓 ) → (𝑍,ℎ), whence
assertion.

Next, let us show (ii) : indeed, by (i) and proposition 4.6.8, any composition of an 𝐼 -
anodyne extension and a trivial fibration is in W 𝑎 . Conversely, let 𝑓 ∈ W 𝑎 ; by remark
4.5.5(i), we may write 𝑓 = 𝑝 ◦ 𝑖 , with 𝑖 ∈ An and an 𝐼 -fibration 𝑝 . By (i), it follows that
𝑝 ∈ W 𝑎 , and then 𝑝 is a trivial fibration, by proposition 4.6.8.

We can now complete the proof of (i): let F ⊂ Mor(Â ) be a subclass fulfilling the
conditions of (i); taking into account (ii), in order to see that W 𝑎 ⊂ F , it suffices to show
that F contains every trivial fibration 𝑝 : 𝑋 → 𝑌 . However, 𝑝 has a section 𝑠 , and 𝑠 is
a strong deformation retract, so it is an 𝐼 -anodyne extension (proposition 4.5.6(i,ii)); then
both 𝑠 and 𝑝𝑠 = 1𝑌 ∈ An, so by assumption 𝑝 ∈ F . □

Corollary 4.6.10. Let 𝑋
𝑓
−→ 𝑌

𝑔
−→ 𝑆 be two morphisms of Â . We have :

(i) If 𝑔 is a monomorphism and 𝑓 ∈ An, then 𝑔 ∈ An⇔ 𝑔𝑓 ∈ An.
(ii) If 𝑔 is an 𝐼 -fibration and 𝑓 /𝑆 : (𝑋,𝑔𝑓 ) → (𝑌,𝑔) is an 𝑆-weak equivalence, then 𝑓 is

an absolute weak equivalence.

Proof. (i) follows straightforwardly from propositions 4.6.8 and 4.6.9.
(ii): Let us factor 𝑓 as a cofibration 𝑖 : 𝑋 → 𝑋 ′ followed by a trivial fibration 𝑞 :

𝑋 ′ → 𝑌 ; then 𝑔𝑞 : 𝑋 ′ → 𝑆 is an 𝐼 -fibration, i.e. a fibrant object of Â /𝑆 , so 𝑖/𝑆 :
(𝑋,𝑔𝑓 ) → (𝑋 ′, 𝑔𝑞) is an 𝑆-weak equivalence if and only if 𝑖 ∈ An (corollary 4.5.10(i)). On
the other hand, since 𝑞 is a trivial fibration, the same holds for 𝑞/𝑆 , so 𝑖/𝑆 is an 𝑆-weak
equivalence if and only if the same holds for 𝑓 /𝑆 . Hence, if 𝑓 /𝑆 is an 𝑆-weak equivalence,
𝑓 is the composition of a 𝐼 -anodyne extension followed by a trivial fibration, and is thus
an absolute weak equivalence (proposition 4.6.9(ii)). □
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5. The homotopy theory of simplicial sets

In this chapter, we first construct the classical Kan-Quillen model category structure
on simplicial sets, using the general method of the previous chapter. This method gives
that the fibrant objects in sSet are the Kan complexes, but more work is needed to check
that the fibrations are precisely the Kan fibrations : this will be achieved using Kan’s sub-
division functor. Since Kan complexes will be later reinterpreted as the∞-groupoids, this
precise understanding of the homotopy theory of Kan complexes will play a fundamental
role throughout this work.

5.1. Kanfibrations and theKan-Quillenmodel structure. Wehave an obvious cylin-
der in the category sSet :

Δ0 ⊔ Δ0 (𝜕
1
1 ,𝜕

1
0 )−−−−−→ Δ1 𝜎0

0−−→ Δ0

where 𝜕11, 𝜕
1
0 are the face morphisms and 𝜎00 is the degeneracy morphism, as in definition

2.1.1(v). Since Δ0 is a final object of sSet, example 4.4.5(i) says that the cartesian product
functor Δ1 × (−) defines an exact cylinder on sSet. Following remark 4.4.4(ii), we denote
by {𝜀} ⊂ Δ1 the image of 𝜕11−𝜀 , for 𝜀 = 0, 1; then the image of 𝜕11−𝜀 ⊗𝑋 = 𝜕11−𝜀 ×𝑋 shall be
likewise denoted by {𝜀} × 𝑋 , for every 𝑋 ∈ Ob(sSet).

Remark 5.1.1. Recall also that we have a cellular model for sSet, consisting of the system
of boundary inclusions M := {𝜕Δ𝑛 ↩→ Δ𝑛 | 𝑛 ∈ N} (see §2.3.7 and example 4.4.2(ii)).

Definition 5.1.2. (i) An anodyne extension in sSet is an element of

sAn := AnΔ1 (∅)

i.e. the smallest class of Δ1 × (−)-anodyne extensions (see proposition 4.4.9).
(ii) Aweak homotopy equivalence in sSet is a Δ1×(−)-weak equivalence (see definition

4.5.4(iv)). We say that a simplicial set 𝑋 is weakly contractible, if the unique morphism
𝑋 → Δ0 is a weak homotopy equivalence.
(iii) A morphism 𝑓 : 𝑋 → 𝑌 of sSet is a simplicial homotopy equivalence, if there exists

a morphism 𝑔 : 𝑌 → 𝑋 and homotopies Δ1 × 𝑋 → 𝑋 , Δ1 × 𝑌 → 𝑌 respectively from 1𝑋
to 𝑔𝑓 , and from 1𝑌 to 𝑓 𝑔.

Example 5.1.3. Notice also that for every simplicial set𝑋 and everymorphism 𝑓 : 𝑥 → 𝑦

of𝑋 , both the left and right localizations 𝜂 𝑓 : 𝑋 → 𝑋 [𝑔𝑓 = 1] and 𝜏 𝑓 : 𝑋 → 𝑋 [𝑓 ℎ = 1] of
§2.5.13 are anodyne extensions, so the same holds for the localization 𝜇 𝑓 : 𝑋 → 𝑋 [𝑓 −1].

Proposition 5.1.4. (i) The following subsets have the same saturation in sSet :

𝑆 := {Δ1×𝜕Δ𝑛∪{1}×Δ𝑛 → Δ1×Δ𝑛 | 𝑛 ∈ N} and 𝑇 := {Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 𝑘 = 1, . . . , 𝑛}.

(ii) Dually, the same holds for the subsets :

{Δ1 × 𝜕Δ𝑛 ∪ {0} × Δ𝑛 → Δ1 × Δ𝑛 | 𝑛 ∈ N} and {Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 𝑘 = 0, . . . , 𝑛 − 1}.

Proof. (i): Let us check first that the saturation of 𝑆 contains the inclusion

(∗) Δ1 × 𝐾 ∪ {1} × 𝐿 → Δ1 × 𝐿 for every monomorphism 𝐾 → 𝐿 of sSet.

To this aim, in light of remark 1.7.8(ii), we may apply proposition 3.1.21(iii) to the functors
𝐹1, 𝐹2 : sSet→ sSet with 𝐹1 := {1}× (−) and 𝐹2 := Δ1× (−), to the natural transformation
𝜏• : 𝐹1 ⇒ 𝐹2 induced by the inclusion {1} → Δ1, and to the cellular model M of remark
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5.1.1; notice also that 𝐹1𝐿 ∩ 𝐹2𝐾 = 𝐹1𝐾 for every monomorphism 𝑓 : 𝐾 → 𝐿, so that 𝑓 ⋄ is
precisely the inclusion (∗). We get :

𝑙 (𝑟 (M ))⋄ ⊂ 𝑙 (𝑟 (M ⋄))
and on the one hand, 𝑙 (𝑟 (M )) is the class of monomorphisms of sSet, on the other hand,
𝑙 (𝑟 (M ⋄)) is the saturation of 𝑆 (corollary 4.1.9(iii)), whence the contention.

Next, for every 𝑛 ∈ N \ {0} and every 𝑘 = 1, . . . , 𝑛 we define two maps :

[𝑛]
𝑠𝑛
𝑘−→ [1] × [𝑛]

𝑟𝑛
𝑘−−→ [𝑛]

as follows :

𝑠𝑛
𝑘
(𝑖) := (0, 𝑖) 𝑟𝑛

𝑘
(0, 𝑖) := 𝑖 𝑟𝑛

𝑘
(1, 𝑖) :=

{
𝑘 if 𝑖 < 𝑘
𝑖 if 𝑖 ≥ 𝑘

∀𝑖 = 0, . . . , 𝑛.

Endow [1] × [𝑛] with the product of the orderings of [1] and [𝑛]; then clearly 𝑠𝑛
𝑘
and 𝑟𝑛

𝑘

are morphisms of partially ordered sets, and since the nerve functor 𝑁 preserves products
(see §2.3.3), they induce morphisms of sSet that we denote again :

Δ𝑛
𝑠𝑛
𝑘−→ Δ1 × Δ𝑛

𝑟𝑛
𝑘−−→ Δ𝑛 .

Recall that for every𝑚 ∈ N, the𝑚-simplices of Λ𝑛
𝑘
are all the non-decreasing maps 𝜙 :

[𝑚] → [𝑛] whose images miss some 𝑗 ≠ 𝑘 ; obviously, the image of the restriction Λ𝑛
𝑘
→

Δ1 × Δ𝑛 of 𝑠𝑛
𝑘
lies in {0} × Λ𝑛

𝑘
, and since 0 < 𝑘 ≤ 𝑛, it is easily seen that :

𝑟𝑛
𝑘
(Δ1 × Λ𝑛

𝑘
∪ {1} × Δ𝑛) ⊂ Λ𝑛

𝑘
.

Moreover, it is clear that 𝑟𝑛
𝑘
◦𝑠𝑛
𝑘
= 1[𝑛] for every such𝑛 and𝑘 ; hence, we get a commutative

diagram whose vertical arrows are the inclusions :

Λ𝑛
𝑘

//

��

1Λ𝑛
𝑘

++
Δ1 × Λ𝑛

𝑘
∪ {1} × Δ𝑛 //

��

Λ𝑛
𝑘

��
Δ𝑛

𝑠𝑛
𝑘 //

1Δ𝑛

33Δ1 × Δ𝑛
𝑟𝑛
𝑘 // Δ𝑛 .

But we have just seen that the central vertical arrow is in the saturation of 𝑆 , so the same
holds for the inclusion Λ𝑛

𝑘
→ Δ𝑛 . This shows that the saturation of 𝑇 lies in that of 𝑆 .

Claim 5.1.5. There exists a finite filtration :
𝐴−1 := Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 ⊂ 𝐴0 ⊂ · · · ⊂ 𝐴𝑛 := Δ1 × Δ𝑛

and a system of cocartesian diagrams of sSet whose vertical arrows are the inclusions :

(∗)
Λ𝑛+1𝑖+1

//

��

𝐴𝑖−1

��
Δ𝑛+1

𝑐𝑛
𝑖 // 𝐴𝑖

∀𝑖 = 0, . . . , 𝑛.

Proof : We consider, for every 𝑛 ∈ N and 𝑖 = 0, . . . , 𝑛, the unique strictly increasing map
𝑐𝑛𝑖 : [𝑛 + 1] → [1] × [𝑛] whose image contains (0, 𝑖) and (1, 𝑖). Again, we denote by
𝑐𝑛𝑖 : Δ𝑛+1 → Δ1 × Δ𝑛 the corresponding morphism of sSet. We set

𝐴−1 := Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 and 𝐴𝑖 := 𝐴𝑖−1 ∪ Im(𝑐𝑛𝑖 ) ∀𝑖 = 0, . . . , 𝑛.
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The canonical presentation of example 2.3.10(ii) shows that Δ1 × Δ𝑛 = Im(𝑐𝑛0 ) ∪ · · · ∪
Im(𝑐𝑛𝑛) = 𝐴𝑛 . Moreover, by direct inspection we find :

Im(𝑐𝑛0 ◦ 𝜕𝑛+10 ) ⊂ {1} × Δ𝑛

Im(𝑐𝑛𝑖 ◦ 𝜕𝑛+1𝑗 ) ⊂ Δ1 × 𝜕Δ𝑛 ∀𝑖 = 0, . . . , 𝑛,∀𝑗 ≠ 𝑖, 𝑖 + 1
𝑐𝑛𝑖 ◦ 𝜕𝑛+1𝑖 = 𝑐𝑛𝑖−1 ◦ 𝜕𝑛+1𝑖 ∀𝑖 = 1, . . . , 𝑛

and on the other hand, Im(𝑐𝑛𝑖 ◦ 𝜕𝑛+1𝑖+1 ) ⊄ 𝐴𝑖−1 for every 𝑖 = 0, . . . , 𝑛. Summing up, we get :

Im(𝑐𝑛𝑖 ) ∩𝐴𝑖−1 = 𝑐𝑛𝑖 (Λ𝑛+1𝑖+1 ) ∀𝑖 = 0, . . . , 𝑛

whence a diagram (∗) of sSet for every 𝑖 = 0, . . . , 𝑛. The cocartesianity of (∗) can be
checked after evaluation on [𝑘], for every 𝑘 ∈ N (remark 1.6.2(i)), and then it follows
easily from claim 4.2.14(i). 3

By claim 5.1.5, each inclusion𝐴𝑖−1 ⊂ 𝐴𝑖 is in the saturation of𝑇 , hence the same holds
for the composition 𝐴−1 ⊂ 𝐴𝑛 of these inclusions, so the saturation of 𝑆 lies in that of 𝑇 .

(ii) follows from (i), by considering the front-to-back duals of the sets 𝑆 and 𝑇 , and by
noticing that the saturation of the front-to-back dual of any class𝐶 ⊂ Mor(sSet) coincides
with the front-to-back dual of the saturation of 𝐶 (details left to the reader). □

Corollary 5.1.6. (Gabriel and Zisman) The following subclasses of Mor(sSet) are equal :
(a) the class sAn of anodyne extensions
(b) the saturation of the subset {Δ1 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → Δ1 × Δ𝑛 | 𝑛 ∈ N, 𝜀 = 0, 1}
(c) the saturation of the subset {Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 𝑘 = 0, . . . , 𝑛}.

Proof. Let M be the cellular model of sSet given by the boundary inclusions (𝜕Δ𝑛 →
Δ𝑛 | 𝑛 ∈ N); with the notation of §4.4.8, the class sAn is 𝑙 (𝑟 (Λ𝐼 (∅,M ))), where 𝐼 is the
functor Δ1 × (−), and the class of (b) is 𝑙 (𝑟 (Λ0

𝐼
(∅,M ))), by corollary 4.2.5(iii). Then the

equality of the classes of (a) and (b) is given by corollary 4.4.10.
The equality of the classes of (b) and (c) follows directly from proposition 5.1.4. □

Remark 5.1.7. In this § only corollary 5.1.6 will be needed, but the more refined proposi-
tion 5.1.4 will be of crucial importance, starting from §6.3.

Definition 5.1.8. Set F := {Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 𝑘 = 0, . . . , 𝑛}.

(i) A Kan fibration is a morphism of sSet that lies in 𝑟 (F ).
(ii) A Kan complex is an F -injective object of sSet (see definition 3.1.1(iii,iv)).

Remark 5.1.9. (i) Definition 5.1.8(ii) agrees with our previous definition 2.6.1(i).
(ii) Example 2.6.2(i) shows that if the nerve of a category C is a Kan complex, then C

is a groupoid. Especially, Δ𝑛 is not a Kan complex, except for 𝑛 = 0.
(iii) In view of (ii), we cannot invoke proposition 4.5.6(i) in order to deduce that any

section of the unique morphism 𝑝 : Δ𝑛 → Δ0 is a strong deformation retract. However,
let 𝜙 : [0] → [𝑛] be the map such that 𝜙 (0) = 𝑛; then we can at least check that the
morphism Δ𝜙 : Δ0 → Δ𝑛 is a strong deformation retract. Indeed, consider the map

𝜓 : [1] × [𝑛] → [𝑛] 𝜓 (𝑎, 𝑘) :=
{
𝑘 if 𝑎 = 0
𝑛 if 𝑎 = 1.

Then it is easily seen that ℎ := Δ𝜓 : Δ1 × Δ𝑛 → Δ𝑛 is a homotopy from 1Δ𝑛 to Δ𝜙 ◦ 𝑝
fulfilling the conditions of definition 4.5.4(i). See also lemma 5.1.17.
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Theorem 5.1.10. There exists a unique cofibrantly generated model category structure on
sSet whose weak equivalences are the weak homotopy equivalences and whose cofibrations
are the monomorphisms. Moreover, the fibrant objects are the Kan complexes, every object
is cofibrant, every anodyne extension is a trivial cofibration, and the fibrations with fibrant
target are precisely the Kan fibrations between Kan complexes.

We call this model category the Kan-Quillen model category structure on sSet.

Proof. This follows directly from corollary 5.1.6 and theorem 4.5.14, applied to the exact
cylinder Δ1 × (−) on sSet, and the class of anodyne extensions of sSet. □

Proposition 5.1.11. (i) For every anodyne extension 𝐾 → 𝐿 and every monomorphism
𝑈 → 𝑉 of sSet, the induced inclusion 𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 is anodyne.

(ii) For every simplicial set 𝑋 , the functor (−) × 𝑋 : sSet → sSet preserves anodyne
extensions.

(iii) The classes of Kan fibrations and of trivial fibrations of sSet are stable under small
filtered colimits.

Proof. (i): Let 𝑗 : 𝑈 → 𝑉 be a monomorphism; by remark 1.7.8(ii), the functors 𝐹1 :=
(−) × 𝑈 and 𝐹2 := (−) × 𝑉 admit right adjoints, so we may apply proposition 3.1.21(iii)
to 𝐹1 and 𝐹2, to the natural transformation 𝐹1 ⇒ 𝐹2 induced by 𝑗 , and to the subset
S := {Δ1 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → Δ1 × Δ𝑛 | 𝑛 ∈ N, 𝜀 = 0, 1}. With corollary 5.1.6, we get :

sAn♦ = 𝑙 (𝑟 (S ))♦ ⊂ 𝑙 ((𝑟 (S ♦)))

and notice that, for every monomorphism 𝑖 : 𝐾 → 𝐿, we have 𝐹1𝐿 ∩ 𝐹2𝐾 = 𝐹1𝐾 , whence :

𝑖♦ = (𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 ).

We are then reduced to checking that S ♦ ⊂ sAn, i.e. that for every 𝑛 ∈ N and 𝜀 = 0, 1,
the inclusion 𝑖 : Δ1 × 𝜕Δ𝑛 ∪ {𝜀} ×Δ𝑛 → Δ1 ×Δ𝑛 induces an anodyne extension 𝑖♦. To this
aim, set 𝐾 := Δ1 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 and 𝐿 := Δ1 × Δ𝑛 ; then :

𝐾 ×𝑉 ∪ 𝐿 ×𝑈 = Δ1 × (𝜕Δ𝑛 ×𝑉 ∪ Δ𝑛 ×𝑈 ) ∪ {𝜀} × Δ𝑛 ×𝑉
𝐿 ×𝑉 = Δ1 × Δ𝑛 ×𝑉

so the inclusion 𝑖♦ : 𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 is indeed an anodyne extension.
(ii): It suffices to apply (i) with𝑈 = ∅, the initial object of sSet, and 𝑉 := 𝑋 .
(iii): The class of trivial fibrations is 𝑟 ({𝜕Δ𝑛 ↩→ Δ𝑛 | 𝑛 ∈ N}) (example 4.4.2(ii)), and

by definition, the class of Kan fibrations is 𝑟 ({Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 𝑘 = 0, . . . , 𝑛}), so the

assertion follows from example 3.1.14(iv). □

Corollary 5.1.12. (i) Let 𝑝 : 𝑋 → 𝑌 be a morphism of sSet. The following conditions are
equivalent :

(a) 𝑝 is a Kan fibration.

(b) Every monomorphism 𝑖 : 𝑈 → 𝑉 of sSet induces a Kan fibration

(𝑖∗, 𝑝∗) : H𝑜𝑚(𝑉 ,𝑋 ) →H𝑜𝑚(𝑈 ,𝑋 ) ×H𝑜𝑚 (𝑈 ,𝑌 ) H𝑜𝑚(𝑉 ,𝑌 ).

(c) (𝑖∗, 𝑝∗) is a trivial fibration of sSet for every anodyne extension 𝑖 : 𝑈 → 𝑉 .

(ii) H𝑜𝑚(𝐴,−) preserves Kan complexes and Kan fibrations, for every 𝐴 ∈ Ob(sSet).
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Proof. (i): According to §2.1.6, every 𝐴 ∈ Ob(sSet) induces an adjoint pair of functors :

(−) ×𝐴 : sSet⇄ sSet : H𝑜𝑚(𝐴,−).

We consider the functors 𝐹1 := (−) ×𝑈 and 𝐹2 := (−) ×𝑉 , and the natural transformation
𝜏• : 𝐹1 ⇒ 𝐹2 induced by the inclusion 𝑖; hence, the adjoint transformation 𝜏∨• is precisely
𝑖∗ : H𝑜𝑚(𝑉 ,−) ⇒ H𝑜𝑚(𝑈 ,−). Notice also that 𝐹1𝐴 = 𝐹2𝐴 ∩ 𝐹1𝐵 for every monomor-
phism 𝑗 : 𝐴→ 𝐵 of sSet, so that themorphism 𝑗 ⋄ of §3.1.20 is the inducedmonomorphism
𝐴 × 𝑉 ∪ 𝐵 × 𝑈 → 𝐵 × 𝑉 , and on the other hand 𝑝⋄ is precisely the morphism (𝑖∗, 𝑝∗).
We let then 𝑗 be the inclusion Λ𝑛

𝑘
→ Δ𝑛 , for any 𝑛 ≥ 1 and 𝑘 = 0, . . . , 𝑛, and invoke

propositions 3.1.21(ii) and 5.1.11(i) to see that (a)⇒(b). For the converse, we take for 𝑖
the unique monomorphism ∅→ 𝐸, where ∅ and 𝐸 denote the initial and final objects of
sSet; then 𝑗 ⋄ = 𝑗 , and the assertion follows easily again from proposition 3.1.21(ii).

Likewise, we let 𝑗 : 𝐴 → 𝐵 be any monomorphism of sSet, and conclude again with
propositions 3.1.21(ii) and 5.1.11(i) that (a)⇒(c). For the converse, we take 𝑗 to be the
inclusion ∅→ 𝐸, so that 𝑗 ⋄ = 𝑖 : details left to the reader.

(ii): To see that H𝑜𝑚(𝐴,−) preserves Kan fibrations, we apply (i.b) with 𝑖 : ∅ → 𝐴;
then we also take 𝑝 : 𝑋 → Δ0, to deduce that H𝑜𝑚(𝐴,−) preserves Kan complexes. □

Corollary 5.1.13. (i) Every simplicial set 𝑋 induces a Quillen adjunction :

(−) × 𝑋 : sSet⇄ sSet : H𝑜𝑚(𝑋,−)

for the Kan-Quillen model category structure on sSet.

(ii) The class of weak homotopy equivalences is stable under finite products.

Proof. (i): By construction, the functor H𝑜𝑚(𝑋,−) is right adjoint to (−) ×𝑋 (see §2.1.6),
and clearly (−) × 𝑋 preserves cofibrations (i.e. monomorphisms), so it suffices to check
that (−)×𝑋 also sends every anodyne extension of sSet to a trivial cofibration (proposition
4.5.17), which holds by proposition 5.1.11(ii).

(ii): It suffices to check that if 𝑓 : 𝑋 → 𝑌 and 𝑓 ′ : 𝑋 ′ → 𝑌 ′ are two weak homotopy
equivalences, the same holds for 𝑓 × 𝑓 ′ : 𝑋 × 𝑋 ′ → 𝑌 × 𝑌 ′. However, 𝑓 × 𝑓 ′ = (𝑌 ×
𝑓 ′) ◦ (𝑓 × 𝑋 ′), so we are reduced to checking that the functor (−) × 𝑋 preserves weak
homotopy equivalences. But by (i) and lemma 3.4.12(i), the functor (−) × 𝑋 preserves
trivial cofibrations; since every object of sSet is cofibrant, the assertion then follows from
Ken Brown’s lemma (proposition 3.2.8). □

Proposition 5.1.14. Let A be a small category, 𝐹 : sSet → Â a functor, and for every
𝑛 ∈ N, let 𝑗𝑛 : 𝜕Δ𝑛 → Δ𝑛 be the inclusion. We have :

(i) If 𝐹 is right exact, then 𝐹 𝑗𝑛 is a monomorphism for every 𝑛 ≠ 1.
(ii) If 𝐹 preserves all small colimits, the following conditions are equivalent :

(a) 𝐹 𝑗1 is a monomorphism.
(b) 𝐹 preserves all monomorphisms of sSet.

Proof. (i): For 𝑛 = 0, notice that 𝜕Δ0 = ∅, the initial object of sSet, so 𝐹 (𝜕Δ0) is the
initial object of Â (remark 1.1.11(ii)), i.e. the empty presheaf, and the assertion is clear.
Suppose then that 𝑛 ≥ 2, and notice that for every pair of subsets 𝐶 ⊂ 𝐶′ ⊂ [𝑛], the
induced inclusion Δ𝐶 ⊂ Δ𝐶

′ is a split monomorphism of sSet, so 𝐹Δ𝐶 → 𝐹Δ𝐶
′ is a split

monomorphism of Â . Hence (𝐹Δ[𝑛]\{𝑖 } | 𝑖 ∈ [𝑛]) is a family of subpresheaves of 𝐹Δ𝑛 ; on



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 224

the other hand, since 𝐹 is right exact, example 2.3.9(i) implies that 𝐹 (𝜕Δ𝑛) represents the
coequalizer of the pair of morphisms⊔

0≤𝑖< 𝑗≤𝑛
𝐹Δ[𝑛]\{𝑖, 𝑗 } ⇒

⊔
0≤𝑖≤𝑛

𝐹Δ[𝑛]\{𝑖 }

and example 1.8.11(ii) reduces to checking that :

(∗) 𝐹 (Δ[𝑛]\{𝑖, 𝑗 }) = 𝐹 (Δ[𝑛]\{𝑖 }) ∩ 𝐹 (Δ[𝑛]\{ 𝑗 }) ∀0 ≤ 𝑖 < 𝑗 ≤ 𝑛

(where the intersection is taken within 𝐹 (Δ𝑛) = 𝐹 (Δ[𝑛])). However, lemma 2.3.11 easily
implies that the diagram

𝐹 (D𝑖, 𝑗 ) :

𝐹 (Δ[𝑛]\{𝑖, 𝑗 }) //

��

𝐹 (Δ[𝑛]\{ 𝑗 })

��
𝐹 (Δ[𝑛]\{𝑖 }) // 𝐹 (Δ[𝑛]).

is cartesian, whence (∗).
(ii): Obviously (b)⇒(a); conversely, if (a) holds, then by virtue of (i), 𝐹 𝑗𝑛 is a monomor-

phism for every𝑛 ∈ N. However, the class of monomorphisms of Â is saturated (example
3.1.14(ii)), so the class of all morphisms 𝑓 of sSet such that 𝐹 𝑓 is a monomorphism, is satu-
rated aswell (remark 3.1.4(iii)), and then the assertion follows from example 3.1.14(iii). □

Proposition 5.1.15. Let (C ,W ,F 𝑖𝑏,C𝑜 𝑓 ) be a model category, and W 𝑎 the class of ab-
solute weak equivalences of C . Let 𝐹,𝐺 : sSet→ C be two functors that preserve all small
colimits and send the monomorphisms of sSet to cofibrations of C . Let moreover 𝜏• : 𝐹 ⇒ 𝐺

be a natural transformation; the following conditions are equivalent :

(a) (𝐹Δ𝑛
𝜏Δ𝑛−−→ 𝐺Δ𝑛) ∈ W (resp. 𝜏Δ𝑛 ∈ W 𝑎) for every 𝑛 ∈ N.

(b) (𝐹𝑋 𝜏𝑋−−→ 𝐺𝑋 ) ∈ W (resp. 𝜏𝑋 ∈ W 𝑎) for every 𝑋 ∈ Ob(sSet).

Proof. Set F := {𝑋 ∈ Ob(sSet) | 𝜏𝑋 ∈ W } and F𝑎 := {𝑋 ∈ Ob(sSet) | 𝜏𝑋 ∈ W 𝑎}.

Claim 5.1.16. (i) 𝐹𝑋 and 𝐺𝑋 are cofibrant for every 𝑋 ∈ Ob(sSet).
(ii) F and F𝑎 are subclasses of Ob(sSet) saturated by monomorphisms.

Proof : (i): Both 𝐹 and 𝐺 send the empty simplicial set ∅ to the initial object of C , since
they preserve small colimits (remark 1.1.11(ii)); since they also send everymonomorphism
∅→ 𝑋 to a cofibration, the assertion follows.

(ii): We need to check thatF andF𝑎 fulfill conditions (a)–(c) of definition 2.2.9. Thus,
let (𝑋𝑖 | 𝑖 ∈ 𝐼 ) be a small family of elements of F , set 𝑋 :=

⊔
𝑖∈𝐼 𝑋𝑖 ; by virtue of (i) and

corollary 3.5.12(i), the induced morphism of C⊔
𝑖∈𝐼

𝜏𝑋𝑖 :
⊔
𝑖∈𝐼

𝐹𝑋𝑖 →
⊔
𝑖∈𝐼

𝐺𝑋𝑖

is a weak equivalence. However,
⊔
𝑖∈𝐼 𝐹𝑋𝑖 is naturally identified with 𝐹𝑋 , since 𝐹 pre-

serves colimits, and likewise for
⊔
𝑖∈𝐼 𝐺𝑋𝑖 ; moreover, under these identifications,

⊔
𝑖∈𝐼 𝜏𝑋𝑖

corresponds to 𝜏𝑋 , whence condition (a) for F . Next, let 𝑔 : 𝐺𝑋 → 𝑆 be any morphism
of C , set 𝑓 := 𝑔 ◦ 𝜏𝑋 : 𝐹𝑋 → 𝑆 , and for every 𝑖 ∈ 𝐼 let 𝑔𝑖 : 𝐺𝑋𝑖 → 𝑆 be the com-
position of 𝑔 with the natural morphism 𝐺𝑋𝑖 → 𝐺𝑋 , and 𝑓𝑖 := 𝑔𝑖 ◦ 𝜏𝑋𝑖 : 𝐹𝑋𝑖 → 𝑆 ;
suppose that 𝜏𝑋𝑖 /𝑆 : (𝐹𝑋𝑖 , 𝑔𝑖 ) → (𝐺𝑋𝑖 , 𝑔𝑖 ) is an 𝑆-weak equivalence for every 𝑖 ∈ 𝐼 . By
corollary 1.4.6(iii), (𝐺𝑋,𝑔) and (𝐹𝑋, 𝑓 ) represent in C /𝑆 the direct sum of the families
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((𝐺𝑋𝑖 , 𝑔𝑖 ) | 𝑖 ∈ 𝐼 ) and respectively ((𝐹𝑋𝑖 , 𝑓𝑖 ) | 𝑖 ∈ 𝐼 ), so 𝜏𝑋 /𝑆 : (𝐹𝑋, 𝑓 ) → (𝐺𝑋,𝑔) is again
an 𝑆-weak equivalence. This shows that F𝑎 fulfills condition (a).

To check condition (c) forF , let𝑋• := (𝑋0
𝑗0−→ 𝑋1

𝑗1−→ 𝑋2
𝑗2−→ · · · ) be a countable system

of monomorphisms of sSet, such that 𝑋𝑖 ∈ F for every 𝑖 ∈ N, and 𝑋 the colimit of 𝑋•.
By (i), 𝐹 𝑗𝑖 is a cofibration between cofibrant objects of C for every 𝑖 ∈ N, so corollary
3.5.13 says that the colimit of the system (𝜏𝑋𝑖 | 𝑖 ∈ N) lies in W ; but the latter is naturally
identifiedwith 𝜏𝑋 , since 𝐹 and𝐺 preserve colimits. This prove thatF enjoys condition (c).
Next, let 𝑔 : 𝐺𝑋 → 𝑆 be any morphism of C , set 𝑓 := 𝑔◦𝜏𝑋 : 𝐹𝑋 → 𝑆 , and for every 𝑖 ∈ N
let 𝑔𝑖 : 𝐺𝑋𝑖 → 𝑆 (resp. 𝑓𝑖 : 𝐹𝑋𝑖 → 𝑋 ) be the composition of 𝑔 (resp. of 𝑓 ) with the natural
morphism 𝐹𝑋𝑖 → 𝐹𝑋 (resp. 𝐺𝑋𝑖 → 𝐺𝑋 ); suppose that 𝜏𝑋𝑖 /𝑆 : (𝐹𝑋𝑖 , 𝑓𝑖 ) → (𝐺𝑋𝑖 , 𝑔𝑖 ) is an
𝑆-weak equivalence for every 𝑖 ∈ N, and notice that 𝐹 𝑗𝑖/𝑆 : (𝐹𝑋𝑖 , 𝑓𝑖 ) → (𝐹𝑋𝑖+1, 𝑓𝑖+1) is
a cofibration between cofibrant objects of C /𝑆 , and likewise for 𝐺 𝑗𝑖/𝑆 , for every 𝑖 ∈ N.
Then the colimit of the system (𝜏𝑋𝑖 /𝑆 | 𝑖 ∈ N) is an 𝑆-weak equivalence; but the latter is
naturally identified with 𝜏𝑋 /𝑆 , again by virtue of corollary 1.4.6(iii). This proves that F𝑎

fulfills condition (c).
Lastly, let 𝑋,𝑋 ′, 𝑌 ∈ F , and consider a cocartesian diagram of sSet :

𝑋
𝑎 //

𝑏
��

𝑋 ′

𝑐
��

𝑌
𝑑 // 𝑌 ′

whose vertical arrows are monomorphisms. There follows a commutative diagram of C :

(∗)
𝐹𝑌

𝜏𝑌
��

𝐹𝑋
𝐹𝑏oo 𝐹𝑎 //

𝜏𝑋
��

𝐹𝑋 ′

𝜏𝑋 ′
��

𝐺𝑌 𝐺𝑋
𝐺𝑏oo 𝐺𝑎 // 𝐺𝑋 ′

where 𝐹𝑏 and 𝐺𝑏 are cofibrations, and the vertical arrows are weak equivalences of C .
Then, by (i) and corollary 3.6.7, (∗) induces a weak equivalence of C :

𝐹𝑌 ⊔𝐹𝑋 𝐹𝑋 ′ → 𝐺𝑌 ⊔𝐺𝑋 𝐺𝑋 ′ .
But the latter is naturally identified with 𝜏𝑌⊔𝑋𝑋 ′ = 𝜏𝑌 ′ , whence condition (b) for F . To
get condition (b) for F𝑎 , one argues as in the verification of (c) : the details shall be left
to the reader. 3

Now, by assumption {Δ𝑛 | 𝑛 ∈ N} lies in F (resp. in F𝑎), and recall that 𝚫 is an
Eilenberg-Zilber category (example 2.2.2(i)); then the proposition follows from corollary
2.2.10 and claim 5.1.16(ii). □

Lemma 5.1.17. Let A and B be two small categories that have final objects. Then :
(i) Every morphism 𝑢 : 𝑁A → 𝑁B in sSet is an absolute weak equivalence.
(ii) The unique morphism 𝑁A → Δ0 is a simplicial homotopy equivalence.

Proof. (i): For 𝜀 = 0, 1 let 𝛿𝜀 : A → [1] ×A be the functor such that𝐴 ↦→ (𝑖, 𝐴) for every
𝐴 ∈ Ob(A ), and 𝑓 ↦→ (1𝑖 , 𝑓 ) for every morphism 𝑓 of A ; let moreover 𝐸 be any final
object of A , and for every 𝐴 ∈ Ob(A ) denote by 𝑡𝐴 : 𝐴 → 𝐸 the unique morphism of
A . Consider the functor

ℎ : [1] ×A → A (𝑖, 𝐴) ↦→
{
𝐴 if 𝑖 = 0
𝐸 if 𝑖 = 1
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such that for every 𝜙 ∈ A (𝐴,𝐴′) we have (notation of §1.9.2) :

ℎ(10, 𝜙) := 𝜙 ℎ(11, 𝜙) := 1𝐸 ℎ(−→01, 𝜙) := 𝑡𝐴 .
Let furthermore 𝑓 : [0] → A be the functor such that 0 ↦→ 𝐸, and 𝑔 : A → [0] the
unique functor. We have :

ℎ ◦ 𝛿0 = 1A and ℎ ◦ 𝛿1 = 𝑓 ◦ 𝑔
and notice thatℎ◦([1]×𝑓 ) : [1]×[0] → A is the composition of 𝑓 with the unique functor
[1] × [0] → [0]. Then, set𝜔 := 𝑁 𝑓 : Δ0 → 𝑁A and𝜓 := 𝑁𝑔 : 𝑁A → Δ0; it follows that
𝜓 ◦𝜔 = 1Δ0 and since 𝑁 commutes with products (see §2.3.3), 𝜆 := 𝑁ℎ : Δ1×𝑁A → 𝑁A
is a homotopy from 1𝑁A to 𝜔 ◦𝜓 , such that 𝜆 ◦ (Δ1 × 𝜔) = 𝜔 ◦ 𝜎00 (notation of §5.1); i.e.
𝜔 is a strong deformation retract, and hence, an anodyne extension of sSet (proposition
4.5.6(ii)).
• Let us check next, that every morphism 𝜂 : Δ0 → 𝑁A is an anodyne extension.

Indeed, we have 𝜂 = 𝑁 (𝑓 ′) for a unique functor 𝑓 ′ : [0] → A (lemma 2.3.2), and we
consider the unique functor :

𝑘 : [1] → A such that 0 ↦→ 𝑓 ′ (0) 1 ↦→ 𝐸.

Clearly 𝜇 := 𝑁 (𝑘) : Δ1 → 𝑁A is a homotopy from 𝜂 to 𝜔 . On the other hand, recall that
both face morphisms 𝑑𝜀1 : Δ0 → Δ1 are anodyne extensions (corollary 5.1.6); combining
with proposition 4.6.9(i) we deduce first that 𝜇 is an absolute weak equivalence (since𝜔 is
an anodyne extension), and then that the same holds for 𝜂. Then the claim follows from
proposition 4.6.8.
• Let now 𝑢 : 𝑁A → 𝑁B be any functor; choose any morphism 𝜂 : Δ0 → 𝑁A and

notice that both 𝜂 and𝑢 ◦𝜂 are absolute weak equivalences, by the foregoing, so the same
holds for 𝑢 (proposition 4.6.9(i)).

(ii): The assertion follows immediately from the proof of (i). □

5.2. The model structure of bisimplicial sets. Notice that Δ0 ⊠ Δ0 is a final object of
the category bSet of bisimplicial sets (see §2.1.8), and we have a cylinder in this category:

Δ0 ⊠ Δ0 ⊔ Δ0 ⊠ Δ0 (Δ0⊠𝜕11 ,Δ
0⊠𝜕10 )−−−−−−−−−−−−−→ Δ0 ⊠ Δ1 Δ0⊠𝜎0

0−−−−−−→ Δ0 ⊠ Δ0.

Then, invoking again example 4.4.5(i) we get an exact cylinder on bSet, given by the
cartesian product functor 𝐼 := Δ0⊠Δ1× (−). We shall denote by bAn the smallest class of
𝐼 -anodyne extensions in bSet. Also, the weak homotopy equivalences of bisimplicial sets
shall be defined as the 𝐼 -weak equivalences.
• Theorem 4.5.14 yields as well a uniquemodel category structure on bSetwhoseweak

equivalences are given by the weak homotopy equivalences, whose cofibrations are the
monomorphisms, and such that every object of bSet is cofibrant. Moreover, the fibrant
objects of bSet are the 𝐼 -fibrant objects.
• For every 𝑛 ∈ N, let 𝑗𝑛 : 𝜕Δ𝑛 → Δ𝑛 be the inclusion; to every morphism 𝑓 : 𝑋→𝑌

of bSet and every such 𝑛 we attach the unique morphism of sSet

𝑓 †𝑛 : ⟨Δ𝑛, 𝑋 ⟩ → ⟨𝜕Δ𝑛, 𝑋 ⟩ ×⟨𝜕Δ𝑛,𝑌 ⟩ ⟨Δ𝑛, 𝑌 ⟩
whose composition with the projection to ⟨𝜕Δ𝑛, 𝑋 ⟩ (resp. with the projection to ⟨Δ𝑛, 𝑌 ⟩)
equals ⟨ 𝑗𝑛, 𝑋 ⟩ (resp. equals ⟨Δ𝑛, 𝑓 ⟩).
• Lastly, we shall say that 𝑓 is a levelwise weak homotopy equivalence (resp. a levelwise

trivial cofibration, resp. a levelwise anodyne extension), if the morphism 𝑓•,𝑛 : 𝑋•,𝑛 → 𝑌•,𝑛
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is a weak homotopy equivalence (resp. a trivial cofibration, resp. an anodyne extension)
of sSet for every 𝑛 ∈ N.

Lemma 5.2.1. Let 𝑓 : 𝑋 → 𝑌 be a morphism of bSet. We have :

(i) 𝑓 is a trivial fibration⇔ 𝑓
†
𝑛 is a trivial fibration of sSet for every 𝑛 ∈ N.

(ii) bAn is the saturation of the class :

F := {𝐾 ⊠ Δ𝑛 ∪ 𝐿 ⊠ 𝜕Δ𝑛 → 𝐿 ⊠ Δ𝑛 | (𝐾 → 𝐿) ∈ sAn, 𝑛 ∈ N}.

(iii) 𝑓 is an 𝐼 -fibration⇔ 𝑓
†
𝑛 is a Kan fibration for every 𝑛 ∈ N.

(iv) Every anodyne extension of bSet is a levelwise anodyne extension.

(v) For every monomorphism 𝐴 → 𝐵 of sSet and every (𝐾 → 𝐿) ∈ sAn, the induced
morphism 𝐾 ⊠ 𝐵 ∪ 𝐿 ⊠𝐴→ 𝐿 ⊠ 𝐵 is in bAn.

(vi) Let 𝐴 ∈ Ob(sSet); if 𝑓 is an 𝐼 -fibration (resp. a levelwise weak homotopy equivalence,
resp. a trivial fibration), then ⟨𝐴, 𝑓 ⟩ : ⟨𝐴,𝑋 ⟩ → ⟨𝐴,𝑌 ⟩ is a Kan fibration (resp. a weak
homotopy equivalence, resp. a trivial fibration), and if 𝑋 is a fibrant object of bSet, then
⟨𝐴,𝑋 ⟩ is a Kan complex.

(vii) 𝑋 is a fibrant object of bSet⇔ ⟨ 𝑗𝑛, 𝑋 ⟩ : ⟨Δ𝑛, 𝑋 ⟩ → ⟨𝜕Δ𝑛, 𝑋 ⟩ is a Kan fibration for
every 𝑛 ∈ N.

Proof. (i): By examples 2.2.7(ii) and 4.4.2(ii), the system of monomorphisms :

𝑗𝑚,𝑛 : Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ 𝜕Δ𝑚 ⊠ Δ𝑛 → Δ𝑚 ⊠ Δ𝑚 ∀𝑚,𝑛 ∈ N

is a cellular model for bSet, so 𝑟 ({ 𝑗𝑚,𝑛 |𝑚,𝑛 ∈ N}) is the class of trivial fibrations of
bSet (definition 4.5.4(ii)). On the other hand, by virtue of proposition 2.1.10, for every
morphism 𝑓 : 𝑋 → 𝑌 of bSet we have a natural bijection between commutative diagrams
of the form :

Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ 𝜕Δ𝑚 ⊠ Δ𝑛 //

��

𝑋

𝑓
��

Δ𝑚 ⊠ Δ𝑛 //

66

𝑌

and

𝜕Δ𝑚 //

𝑗𝑚

��

⟨Δ𝑛, 𝑋 ⟩
𝑓
†
𝑛
��

Δ𝑚 //

55

⟨𝜕Δ𝑛, 𝑋 ⟩ ×⟨𝜕Δ𝑛,𝑌 ⟩ ⟨Δ𝑛, 𝑌 ⟩.

Since { 𝑗𝑚 |𝑚 ∈ N} is a cellular model for sSet, the assertion follows.
(ii): For every𝑚,𝑛 ∈ N and 𝜀 ∈ {0, 1}, the monomorphism

𝑋𝑚,𝑛𝜀 := 𝐼 (Δ𝑚 ⊠ 𝜕Δ𝑛 ∪ 𝜕Δ𝑚 ⊠ Δ𝑛) ∪ {𝜀} ⊗ (Δ𝑚 ⊠ Δ𝑛) → 𝑌𝑚,𝑛 := 𝐼 (Δ𝑚 ⊠ Δ𝑛)

lies in bAn. However, by virtue of remark 2.1.9(ii) we have :

𝑋𝑚,𝑛𝜀 = (Δ1 × 𝜕Δ𝑚 ∪ {𝜀} × Δ𝑚) ⊠ Δ𝑛 ∪ (Δ1 × Δ𝑚) ⊠ 𝜕Δ𝑛

𝑌𝑚,𝑛 = (Δ1 × Δ𝑚) ⊠ Δ𝑛 .

But the saturation of {Δ1 × 𝜕Δ𝑚 ∪ {𝜀} × Δ𝑚 → Δ1 × Δ𝑚 |𝑚 ∈ N, 𝜀 = 0, 1} is sAn (corol-
lary 5.1.6), so F ⊂ bAn. For the converse inclusion, it suffices to notice that bAn is the
saturation of {𝑋𝑚,𝑛𝜀 → 𝑌𝑚,𝑛 |𝑚,𝑛 ∈ N, 𝜀 = 0, 1} (corollary 4.4.10).

(iii) follows immediately from (ii), arguing as in the proof of (i).
(iv): For every 𝑛,𝑚 ∈ N, let𝑈 𝑛,𝑚 and 𝑉 𝑛,𝑚 be the simplicial sets with :

𝑈
𝑛,𝑚
𝑖

:= 𝜕Δ𝑛𝑚 and 𝑉
𝑛,𝑚
𝑖

:= Δ𝑛𝑚 ∀𝑖 ∈ N
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and such that 𝑈 𝑛,𝑚
𝑗

𝜙∗

−−→ 𝑈
𝑛,𝑚
𝑖

and 𝑉 𝑛,𝑚
𝑗

𝜙∗

−−→ 𝑉
𝑛,𝑚
𝑖

are the identities, for every morphism
𝜙 : 𝑖 → 𝑗 of ∆. The inclusion 𝜕Δ𝑛𝑚 ⊂ Δ𝑛𝑚 induces a monomorphism 𝑈 𝑛,𝑚 → 𝑉𝑛,𝑚 , and
for every monomorphism 𝐾 → 𝐿 of sSet we have :

(𝐾 ⊠ Δ𝑛 ∪ 𝐿 ⊠ 𝜕Δ𝑛)•,𝑚 = 𝐾 ×𝑉 𝑛,𝑚 ∪ 𝐿 ×𝑈 𝑛,𝑚 (𝐿 ⊠ Δ𝑛)•,𝑚 = 𝐿 ×𝑉 𝑛,𝑚 .

In light of proposition 5.1.11(i), we deduce that every element of the class F of (ii) is a
levelwise anodyne extension. However, since the colimits of bSet are computed termwise
(remark 1.6.2(i)) it is easily seen that the levelwise anodyne extensions form a saturated
class, so the assertion follows from (ii).

(v): Since the set {𝜕Δ𝑛 → Δ𝑛 | 𝑛 ∈ N} is a cellular model for sSet (example 4.4.2(ii)),
the assertion follows easily from (ii).

(vi): As a special case of (v), we see that for every (𝐾 → 𝐿) ∈ sAn and every 𝐴 ∈
Ob(sSet), the induced morphism 𝐾 ⊠ 𝐴 → 𝐿 ⊠ 𝐴 lies in bAn; by applying proposition
3.1.19 to the adjoint pair of proposition 2.1.10, we deduce that if 𝑓 is an 𝐼 -fibration, ⟨𝐴, 𝑓 ⟩ is
a Kan fibration. By the same token, since the functor−⊠𝐴 preservesmonomorphisms, we
see that if 𝑓 is a trivial fibration, the same holds for ⟨𝐴, 𝑓 ⟩. Next, let 𝑓 be a levelwise weak
homotopy equivalence; by virtue of remark 2.1.9(i), it follows that ⟨Δ𝑛, 𝑓 ⟩ : ⟨Δ𝑛, 𝑋 ⟩ →
⟨Δ𝑛, 𝑌 ⟩ is a weak homotopy equivalence for every 𝑛 ∈ N. Let us then endow sSetop with
the model category structure induced by the Kan-Quillen model category structure on
sSet (proposition 3.2.4(i)); since the functors ⟨−, 𝑋 ⟩, ⟨−, 𝑌 ⟩ : sSet → sSetop preserve all
small colimits, proposition 5.1.15 implies that ⟨𝐴, 𝑓 ⟩ is a weak homotopy equivalence.

In order to prove the last assertion, it now suffices to check that if 𝑌 is the final object
of bSet, then ⟨𝐴,𝑌 ⟩ is the final object of sSet. The latter follows from proposition 2.1.10,
[13, Prop.2.49(i)] and remark 1.1.11(ii).

(vii): Let 𝑌 be the final object of bSet, and 𝑓 : 𝑋 → 𝑌 the unique morphism; we have
just observed that ⟨Δ𝑛, 𝑌 ⟩ and ⟨𝜕Δ𝑛, 𝑌 ⟩ are final objects of sSet, so 𝑓 †𝑛 = ⟨ 𝑗𝑛, 𝑋 ⟩; since
the fibrant objects of bSet are the 𝐼 -fibrant objects, the assertion is then a special case of
(iii). □

Theorem 5.2.2. Every levelwise weak homotopy equivalence 𝑓 : 𝑋 → 𝑌 of bisimplicial
sets induces a weak homotopy equivalence of simplicial sets :

diag(𝜙) : diag(𝑋 ) → diag(𝑌 ).

Proof. To begin with, we remark :

Claim 5.2.3. The functor diag preserves weak homotopy equivalences.
Proof : Since the colimits of sSet and bSet are computed termwise (remark 1.6.2(i)), it is
clear that the functor diag preserves all small colimits; hence, the class G of all morphisms
𝜙 of bSet such that diag(𝜙) is a trivial cofibration of the Kan-Quillen model category
structure is saturated (remark 3.1.4(iii)). Notice as well that :

diag(𝐾 ⊠ Δ𝑛 ∪ 𝐿 ⊠ 𝜕Δ𝑛 → 𝐿 ⊠ Δ𝑛) = (𝐾 × Δ𝑛 ∪ 𝐿 × 𝜕Δ𝑛 → 𝐿 × Δ𝑛)

for every monomorphism 𝑖 : 𝐾 → 𝐿 of sSet (remark 2.1.9(ii)); especially, if 𝑖 ∈ sAn, the
induced morphism 𝐾⊠Δ𝑛∪𝐿⊠ 𝜕Δ𝑛 → 𝐿⊠Δ𝑛 lies in G . With lemma 5.2.1(ii), we deduce
that bAn ⊂ G . Notice moreover that diag preserves all monomorphisms and admits a
right adjoint, since sSet is cocomplete (theorem 1.7.5(iii)); then, proposition 4.5.17 and
lemma 3.4.12 imply that diag preserves trivial cofibrations, and since all objects of bSet
are cofibrant, we conclude with proposition 3.2.8. 3
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On the other hand, since every element of sAn is a weak homotopy equivalence (theo-
rem 4.5.14(v)), lemma 5.2.1(iv) implies that every anodyne extension of bSet is a levelwise
weak homotopy equivalence. Now, we may find a commutative diagram of bSet

𝑋
𝑖 //

𝑓
��

𝑈

𝑝
��

𝑌
𝑗 // 𝑉

whose horizontal arrows are in bAn, and where 𝑝 is an 𝐼 -fibration with fibrant target
(see the proof of corollary 4.5.16(i)); since levelwise weak homotopy equivalences enjoy
the 2-out-of-3 property, we deduce that 𝑓 is a levelwise weak homotopy equivalence if
and only if the same holds for 𝑝 . Also, we already know that diag(𝑖) and diag( 𝑗) are
weak homotopy equivalences of sSet; by the 2-out-of-3 property for weak homotopy
equivalences, we see that diag(𝑓 ) is a weak homotopy equivalence if and only if the
same holds for diag(𝑝). Since the fibrant objects of bSet are the 𝐼 -fibrant objects, we see
that both 𝑋 and 𝑌 are fibrant; summing up, we may replace 𝑓 by 𝑝 , and assume that 𝑓
is also a fibration of bSet between fibrant objects. Hence, ⟨𝐴, 𝑓 ⟩ : ⟨𝐴,𝑋 ⟩ → ⟨𝐴,𝑌 ⟩ is a
trivial fibration between Kan complexes in sSet, for every𝐴 ∈ Ob(sSet) (lemma 5.2.1(vi)).

For every 𝑛 ∈ N we have the commutative diagram of sSet :

⟨Δ𝑛, 𝑋 ⟩
𝑓
†
𝑛 //

⟨Δ𝑛,𝑓 ⟩ ))

⟨𝜕Δ𝑛, 𝑋 ⟩ ×⟨𝜕Δ𝑛,𝑌 ⟩ ⟨Δ𝑛, 𝑌 ⟩ //

𝜋
��

⟨𝜕Δ𝑛, 𝑋 ⟩
⟨𝜕Δ𝑛,𝑓 ⟩
��

⟨Δ𝑛, 𝑌 ⟩ ⟨ 𝑗𝑛,𝑌 ⟩ // ⟨𝜕Δ𝑛, 𝑌 ⟩

and we know that ⟨ 𝑗𝑛, 𝑌 ⟩ is a Kan fibration of Kan complexes (lemma 5.2.1(vi,vii)); espe-
cially, it is a fibration of sSet. Moreover, ⟨𝜕Δ𝑛, 𝑓 ⟩ is a trivial fibration, so the same holds
for 𝜋 (propositions 3.1.9(v) and 3.6.5(ii)); especially, this shows that every term in the di-
agram is a Kan complex, and since ⟨Δ𝑛, 𝑓 ⟩ is a trivial fibration, the 2-out-of-3 property
implies that 𝑓 †𝑛 is a weak homotopy equivalence, and so it is a trivial fibration as well, by
lemma 5.2.1(iv). We conclude that 𝑓 is a trivial fibration of bSet (lemma 5.2.1(i)), and then
the assertion follows from claim 5.2.3. □

5.3. Subdivision and extension functors. To every partially ordered set (𝐸, ≤) we at-
tach the set 𝜉 (𝐸) of totally ordered non-empty chains of elements of 𝐸, of arbitrary finite
length; we endow 𝜉 (𝐸) with the partial order given by inclusion of chains. Every map
𝑓 : (𝐸, ≤) → (𝐹, ≤) of partially ordered sets induces a map

𝜉 (𝑓 ) : 𝜉 (𝐸) → 𝜉 (𝐹 ) 𝐶 ↦→ 𝑓 (𝐶)

of partially ordered sets. Hence we obtain a functor

𝜉 : poSet→ poSet ⊂ Cat.

We compose it with the nerve functor (see §2.3) to get a functor 𝑁𝜉 : poSet→ sSet, and
we consider the restriction of 𝑁𝜉 to the full subcategory 𝚫, that we denote

𝜎 : 𝚫→ sSet [𝑛] ↦→ 𝑁𝜉 ( [𝑛]) ∀𝑛 ∈ N.

Next, the subdivision functor is defined as the extension by colimits of 𝜎 (see theorem
1.7.5(i,ii)), and denoted

Sd := 𝜎! : sSet→ sSet.
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Thus, Sd is left adjoint to the extension functor

Ex := 𝜎∗ : sSet→ sSet 𝑋 ↦→ ([𝑛] ↦→ sSet(𝑁𝜉 ( [𝑛]), 𝑋 )) .

• For every (𝐸, ≤) ∈ Ob(poSet), we have a natural epimorphism of poSet

𝜇𝐸 : 𝜉 (𝐸) → 𝐸 𝐶 ↦→ max(𝐶).

Notice that if 𝐸 is finite and totally ordered, then 𝜇𝐸 is a split epimorphism : indeed, for
every such 𝐸 we may define the morphism of poSet :

𝜆𝐸 : 𝐸 → 𝜉 (𝐸) 𝑒 ↦→ {𝑥 ∈ 𝐸 | 𝑥 ≤ 𝑒} so that 𝜇𝐸 ◦ 𝜆𝐸 = 1𝐸 .

Recalling that 𝑁 ( [𝑛]) = Δ𝑛 , we deduce that 𝜇• induces a natural transformation

𝑁 ★ 𝜇• : 𝜎 ⇒ ℎ

where ℎ : 𝚫 → sSet denotes as usual the Yoneda embedding; moreover, (𝑁 ★ 𝜇•)[𝑛] =
𝑁 (𝜇 [𝑛]) is a split epimorphism for every 𝑛 ∈ N. Since ℎ! is isomorphic to 1sSet (remark
1.7.8(i)), there follows a natural transformation

𝛼• := (𝑁 ★ 𝜇•)! : Sd⇒ 1sSet

(remark 1.7.8(iii)) whence an adjoint natural transformation (see §1.6.10)

𝛽• : 1sSet ⇒ Ex.

Explicitly, for every 𝑋 ∈ Ob(sSet), the morphism 𝛽𝑋 : 𝑋 → Ex(𝑋 ) is the system

𝛽𝑋,𝑛 : 𝑋𝑛 ∼−→ sSet(Δ𝑛, 𝑋 )
sSet(𝛼Δ𝑛 ,𝑋 )−−−−−−−−−−→ sSet(Sd(Δ𝑛), 𝑋 ) ∼−→ Ex(𝑋 )𝑛 ∀𝑛 ∈ N.

This explicit description shows especially that 𝛽𝑋,𝑛 is injective for every such 𝑋 and 𝑛,
since 𝛼Δ𝑛 : Sd(Δ𝑛) → Δ𝑛 is naturally identified with the split epimorphism 𝑁 (𝜇 [𝑛])
(corollary 1.7.9(i)); hence, 𝛽𝑋 is a monomorphism for every 𝑋 ∈ Ob(sSet), and in light of
corollary 1.7.9(ii), we also see that 𝛼𝑋 is an epimorphism for every such 𝑋 .

Example 5.3.1. (i) Clearly 𝜉 ( [0]) = [0] and 𝜉 ( [1]) = {{0}, {1}, {0, 1}}. There follow
cocartesian diagrams of poSet and sSet :

[0]
𝜕01 //

𝜕01
��

[1]

��

Δ0 𝜕10 //

𝜕10
��

Δ1

��
[1] // 𝜉 ( [1]) Δ1 // Sd(Δ1).

(ii) With (i), we deduce natural identifications, for every 𝑋 ∈ Ob(sSet) :

Ex(𝑋 )0 ∼−→ 𝑋0 Ex(𝑋 )1 ∼−→ 𝑋1 ×(𝑑10 ,𝑑10 ) 𝑋1 = {(𝑎, 𝑏) ∈ 𝑋 2
1 | 𝑑01 (𝑎) = 𝑑01 (𝑏)}.

Under these identifications, the map 𝛽𝑋,0 : 𝑋0 → Ex(𝑋 )0 corresponds to 1𝑋0 , and 𝛽𝑋,1 :
𝑋1 → Ex(𝑋 )1 is the map such that 𝑎 ↦→ (𝑎, 𝑠00𝑑01 (𝑎)) for every 𝑎 ∈ 𝑋1. Also, the map
𝑑01 : Ex(𝑋 )1 → Ex(𝑋 )0 (resp. 𝑑11 : Ex(𝑋 )1 → Ex(𝑋 )0) is given by : (𝑎, 𝑏) ↦→ 𝑑11 (𝑎) (resp.
(𝑎, 𝑏) ↦→ 𝑑11 (𝑏)) for every (𝑎, 𝑏) ∈ Ex(𝑋 )1.
(iii) Recall that 𝜋0 (𝑋 ) is naturally identified with the coequalizer of 𝑑01, 𝑑

1
1 : 𝑋1 ⇒ 𝑋0,

for every 𝑋 ∈ Ob(sSet) (see §2.1.11); in light of (ii), we easily deduce that 𝛽𝑋 induces a
natural bijection :

𝜋0 (𝛽𝑋 ) : 𝜋0 (𝑋 ) ∼−→ 𝜋0 (Ex(𝑋 )) ∀𝑋 ∈ Ob(sSet).
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Lemma 5.3.2. For every (𝐸, ≤) ∈ Ob(poSet) there exists a natural isomorphism:

Sd ◦ 𝑁 (𝐸) ∼−→ 𝑁 ◦ 𝜉 (𝐸)

that makes commute the diagram :

Sd ◦ 𝑁 (𝐸) ∼ //

𝛼𝑁𝐸 &&

𝑁 ◦ 𝜉 (𝐸)

𝑁𝜇𝐸xx
𝑁𝐸.

Proof. Recall that, by construction, Sd(𝑁 (𝐸)) represents the colimit of the functor:

𝚫/𝑁 (𝐸) → sSet ( [𝑛],Δ𝑛 → 𝑁 (𝐸)) ↦→ 𝑁𝜉 ( [𝑛])

(see the proof of theorem 1.7.5(i)). However, since 𝑁 is a fully faithful functor (lemma
2.3.2), and since Δ𝑛 = 𝑁 ( [𝑛]) for every 𝑛 ∈ N, the category 𝚫/𝑁 (𝐸) is naturally isomor-
phic to the category 𝚫/𝐸, defined as the full subcategory of the slice category poSet/𝐸
whose objects are the morphisms 𝑋 → 𝐸 of poSet with 𝑋 ∈ Ob(𝚫). Then, Sd(𝑁 (𝐸))
represents also the colimit of the functor :

𝐹𝐸 : 𝚫/𝐸 → sSet ( [𝑛] → 𝐸) ↦→ 𝑁𝜉 ( [𝑛]).

With this notation, the rule : (𝑓 : [𝑛] → 𝐸) ↦→ 𝑁𝜉 (𝑓 ) yields a co-cone 𝐹𝐸 ⇒ 𝑐𝑁𝜉 (𝐸 ) ,
whence a morphism 𝜙𝐸 : Sd ◦ 𝑁 (𝐸) → 𝑁𝜉 (𝐸) of sSet, and it is easily seen that the rule
(𝐸, ≤) ↦→ 𝜙𝐸 is natural in 𝐸. We need to check that 𝜙𝐸 is an isomorphism for every such 𝐸.
Now, for every 𝑘 ∈ N, the 𝑘-simplices of 𝑁𝜉 (𝐸) are the sequences of inclusions 𝑆0 ⊂ 𝑆1 ⊂
· · · ⊂ 𝑆𝑘 of non-empty subsets 𝑆𝑖 ⊂ 𝐸 that are totally ordered for the ordering induced by
𝐸. Thus, for every (𝑓 : [𝑛] → 𝐸) ∈ Ob(𝚫/𝐸), the morphism 𝑁𝜉 (𝑓 ) : 𝑁𝜉 ( [𝑛]) → 𝑁𝜉 (𝐸)
is given on 𝑘-simplices by the rule :

𝑆• := (𝑆0 ⊂ 𝑆1 ⊂ · · · ⊂ 𝑆𝑘 ⊂ [𝑛]) ↦→ 𝑓 𝑆• := (𝑓 𝑆0 ⊂ 𝑓 𝑆1 ⊂ · · · ⊂ 𝑓 𝑆𝑘 ⊂ 𝐸) .

Hence, let 𝑇• := (𝑇0 ⊂ 𝑇1 ⊂ · · · ⊂ 𝑇𝑘 ) be any 𝑘-simplex of 𝑁𝜉 (𝐸); denote by 𝑛 + 1 the
cardinality of𝑇𝑘 , and let 𝑗 : 𝑇𝑘 → 𝐸 be the inclusion map. We have a unique isomorphism
𝑢 : [𝑛] ∼−→ 𝑇𝑘 of poSet; then 𝑇• = 𝑁𝜉 (𝑢)𝑘 (𝑆•) for a unique 𝑆• ∈ 𝑁𝜉 ( [𝑛]), whence
𝑁𝜉 ( 𝑗 ◦ 𝑢)𝑘 (𝑆•) = 𝑇•. The surjectivity of 𝜙𝐸 easily follows.

For the injectivity, consider morphisms 𝑓 : [𝑛] → 𝐸, 𝑔 : [𝑚] → 𝐸 of poSet and
𝑘-simplices 𝑆•,𝑆 ′• of 𝑁𝜉 ( [𝑛]) and respectively 𝑁𝜉 ( [𝑚]) such that 𝑓 𝑆• = 𝑔𝑆 ′• in 𝑁𝜉 (𝐸);
we need to check that the images of 𝑆• and 𝑆 ′• agree in Sd(𝑁 (𝐸)). We have a unique
𝑛′ ≤ 𝑛 such that 𝑓 factors as a surjective morphism 𝑢 : [𝑛] → [𝑛′] of 𝚫 and an injective

morphism 𝑓 ′ : [𝑛′] → 𝐸 of poSet, and 𝑢/𝐸 : ( [𝑛]
𝑓
−→ 𝐸) → ([𝑛′]

𝑓 ′

−→ 𝐸) is a morphism
of 𝚫/𝐸; then the 𝑘-simplices 𝑆• and 𝑢𝑆• of 𝑁𝜉 ( [𝑛]) and respectively 𝑁𝜉 ( [𝑛′]) have the
same image in Sd(𝑁 (𝐸)), and obviously 𝑓 𝑆• = 𝑓 ′ (𝑢𝑆•) in 𝑁𝜉 (𝐸). Thus, after replacing 𝑓
and 𝑆• by 𝑓 ′ and 𝑢𝑆•, we may assume that 𝑓 is an injective map, and likewise for 𝑔. Next,
let 𝑐 + 1 be the cardinality of 𝑆𝑘 ; we easily find a unique morphism 𝑣 : [𝑐] → [𝑛] and
a unique 𝑘-simplex 𝑇• of 𝑁𝜉 ( [𝑐]) such that 𝑣𝑇• = 𝑆• and 𝑇𝑘 = [𝑐], whence a morphism

𝑣/𝐸 : ( [𝑐]
𝑓 ◦𝑣
−−−→ 𝐸) → ([𝑛]

𝑓
−→ 𝐸) of 𝚫/𝐸; then again, 𝑇• and 𝑆• have the same images

in Sd(𝑁 (𝐸)), and after replacing 𝑓 and 𝑆• by 𝑓 ◦ 𝑣 and 𝑇•, we may assume as well that
𝑆𝑘 = [𝑛], and likewise, 𝑆 ′

𝑘
= [𝑚]. But then clearly 𝑛 = 𝑚, and since both 𝑓 and 𝑔 are

injective, the condition 𝑓 𝑆𝑘 = 𝑔𝑆 ′
𝑘
implies that 𝑓 = 𝑔; we have then 𝑓 𝑆• = 𝑓 𝑆 ′•, whence

𝑆• = 𝑆 ′•, again by the injectivity of 𝑓 , and the proof is concluded.
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It remains to check that 𝑁 (𝜇𝐸) ◦ 𝜙𝐸 = 𝛼𝑁𝐸 . To this aim, for every partially ordered
set (𝐸, ≤) choose a universal co-cone 𝜂𝐸• : 𝐹𝐸 ⇒ 𝑐Sd(𝑁𝐸 ) ; by corollary 1.7.9(i) (and by the
proof of theorem 1.7.5(i,ii)), we get a commutative diagram :

𝑁𝜉 [𝑛]
𝜂
[𝑛]
1[𝑛] //

𝑁𝜇 [𝑛]
��

Sd(𝑁 [𝑛])
Sd(𝑁 𝑓 ) //

𝛼𝑁 [𝑛]
��

Sd(𝑁𝐸)
𝛼𝑁𝐸

��
𝑁 [𝑛] 𝑁 [𝑛]

𝑁 𝑓 // 𝑁𝐸

for every (𝑓 : [𝑛] → 𝐸) ∈ Ob(𝚫/𝐸), and moreover Sd(𝑁 𝑓 ) ◦ 𝜂 [𝑛]1[𝑛] = 𝜂
𝐸
𝑓
for every such

𝑓 . On the other hand, by construction we have 𝜙𝐸 ◦ 𝜂𝐸𝑓 = 𝑁𝜉 (𝑓 ); summing up, we are
reduced to verify the commutativity of the diagram :

𝑁𝜉 [𝑛]
𝑁𝜇 [𝑛]

��

𝑁𝜉 (𝑓 ) // 𝑁𝜉 (𝐸)
𝑁𝜇𝐸
��

𝑁 [𝑛]
𝑁 𝑓 // 𝑁𝐸

for every such 𝑓 , which follows from the naturality of 𝜇•. □

Proposition 5.3.3. (i) Sd preserves monomorphisms and anodyne extensions.
(ii) The functor Ex preserves trivial fibrations and Kan fibrations.
(iii) 𝛼𝑋 : Sd(𝑋 ) → 𝑋 is an absolute weak equivalence for every 𝑋 ∈ Ob(sSet).
(iv) The subdivision and extension functors form a Quillen adjunction

Sd : sSet⇄ sSet : Ex.

Proof. (i): Clearly 𝜇 [0] : 𝜉 [0] → [0] is an isomorphism, so the same holds for the mor-
phism 𝛼Δ0 : Sd(Δ0) → Δ0, since the latter is naturally identified with 𝑁 (𝜇 [0]) (corollary
1.7.9(i)). Moreover, Sd preserves all representable colimits ([13, Prop.2.49(ii)]), so we get
a commutative diagram :

Sd(Δ0 ⊔ Δ0) Sd( 𝑗1 ) //

𝛼Δ0⊔Δ0
��

Sd(Δ1)
𝛼Δ1
��

Δ0 ⊔ Δ0 𝑗1 // Δ1

where 𝑗1 : 𝜕Δ1 → Δ1 is the inclusion, and 𝛼Δ0⊔Δ0 is an isomorphism. It follows that Sd( 𝑗1)
is a monomorphism, and then proposition 5.1.14(ii) implies that Sd preserves monomor-
phisms.
• Let F be the class of all morphisms 𝑓 of sSet such that Sd(𝑓 ) is an anodyne ex-

tension; by lemma 5.1.17(i) and proposition 4.6.8, we know already that every monomor-
phism 𝑗 : Δ𝑚 → Δ𝑛 lies in F , for every 𝑚,𝑛 ∈ N, since Sd(Δ𝑛) is the nerve of the
category 𝜉 [𝑛], that has [𝑛] as its unique final object, for every 𝑛 ∈ N, and since we have
just shown that Sd( 𝑗) is a monomorphism, for every such 𝑗 .
• We also know that Sd preserves all small colimits ([13, Prop.2.49(ii)]), so F is satu-

rated (remark 3.1.4(iii)). Combining with corollary 5.1.6, we are thus reduced to checking
that the inclusion Λ𝑛

𝑘
→ Δ𝑛 lies in F for every 𝑛 ∈ N \ {0} and every 𝑘 ∈ [𝑛]. We

proceed by induction on 𝑛; the case 𝑛 ≤ 1 is already known. So, let 𝑛 > 1; for every
proper non-empty subset 𝐼 ⊂ [𝑛] we define Λ[𝑛]

𝐼
as in §2.3.12, so that Λ[𝑛][𝑛]\{𝑘 } = Im(𝑑𝑘𝑛 )
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and Λ[𝑛]{𝑘 } = Λ𝑛
𝑘
for every 𝑘 ∈ [𝑛]. We check, by induction on the cardinality 𝑐 of [𝑛] \ 𝐼 ,

that the inclusion 𝑗𝑛
𝐼
: Λ[𝑛]

𝐼
→ Δ𝑛 lies in F . For 𝑐 = 1, the assertion is already known,

hence suppose that 2 ≤ 𝑐 ≤ 𝑛, and that 𝑗𝑚
𝐾
∈ F when either𝑚 < 𝑛 and 𝐾 ⊂ [𝑚] is an ar-

bitrary non-empty subset, or else𝑚 = 𝑛 and 𝐾 ⊂ [𝑛] is a non-empty subset of cardinality
≤ 𝑛 − 𝑐 . Pick 𝑘 ∈ [𝑛] \ 𝐼 ; according to §2.3.12 we find, for a suitable subset 𝐾 ⊂ [𝑛 − 1], a
cocartesian diagram in sSet :

Λ[𝑛−1]
𝐾

//

𝑗𝑛−1
𝐾

��

Λ[𝑛]
𝐼∪{𝑘 }

𝑖
��

Δ𝑛−1 // Λ[𝑛]
𝐼
.

By inductive assumption, 𝑗𝑛−1
𝐾

lies in F , so the same holds for the inclusion 𝑖; moreover,
𝑗𝑛
𝐼∪{𝑘 } = 𝑗𝑛

𝐼
◦ 𝑖 , and 𝑗𝑛

𝐼∪{𝑘 } ∈ F , whence 𝑗𝑛
𝐼
∈ F , by proposition 4.6.9(i).

(ii) follows from (i) and proposition 3.1.19.
(iii): By proposition 5.1.15, it suffices to check that 𝛼Δ𝑛 : Sd(Δ𝑛) → Δ𝑛 is an absolute

weak equivalence for every 𝑛 ∈ N, and this follows from lemma 5.1.17(i).
(iv): By (i), Sd preserves cofibrations, and (iii) easily implies that Sd preserves weak ho-

motopy equivalences (the details are left to the reader), so it preserves trivial cofibrations
as well, and the assertion follows from lemma 3.4.12(i). □

Corollary 5.3.4. For every 𝑛 ∈ N and every 𝑘 = 0, . . . , 𝑛, endow

𝜕𝚽𝑛 := 𝜉 ( [𝑛]) \ {[𝑛]} and 𝚽
𝑛
𝑘
:= 𝜕𝚽𝑛 \ {[𝑛] \ {𝑘}}

with the partial orderings induced by their inclusions in 𝜉 ( [𝑛]). Then the isomorphism
Sd(Δ𝑛) ∼−→ 𝑁𝜉 [𝑛] of lemma 5.3.2 restricts to natural identifications :

Sd(𝜕Δ𝑛) ∼−→ 𝑁 (𝜕𝚽𝑛) and Sd(Λ𝑛
𝑘
) ∼−→ 𝑁 (𝚽𝑛

𝑘
).

Proof. Recall that Sd commutes with all representable colimits of sSet, since it a left ad-
joint ([13, Prop.2.49(ii)]), and Sd preserves monomorphisms, by proposition 5.3.3(i); then
the diagram of example 2.3.9(i) and the isomorphisms of lemma 5.3.2 identify Sd(𝜕Δ𝑛)
with the image of the natural morphism:⊔

0≤𝑘≤𝑛
𝑁𝜉 ( [𝑛] \ {𝑘}) → 𝑁𝜉 ( [𝑛]).

On the other hand, clearly 𝜕𝚽𝑛 =
⋃𝑛
𝑘=0 𝜉 ( [𝑛] \ {𝑘}), so it remains to only to check that

the induced injective map
𝑛⋃
𝑘=0

𝑁𝜉 ( [𝑛] \ {𝑘}) → 𝑁 (𝜕𝚽𝑛)

is surjective. However, for every 𝑝 ∈ N, the 𝑝-simplices of 𝑁 (𝜕𝚽𝑛) are the chains of
inclusions 𝐶0 ⊂ 𝐶1 ⊂ · · · ⊂ 𝐶𝑝 of proper subsets of [𝑛]; hence, for every such chain
𝐶• there exists 𝑘 ∈ [𝑛] with 𝐶𝑝 ⊂ [𝑛] \ {𝑘}, and then clearly 𝐶• lies in the image of
𝑁𝜉 ( [𝑛] \ {𝑘}). A similar argument proves the stated identity for Sd(Λ𝑛

𝑘
) : the details shall

be left to the reader. □

Proposition 5.3.5. (i) Ex preserves and reflects weak homotopy equivalences.
(ii) (Kan) 𝛽𝑋 : 𝑋 → Ex(𝑋 ) is a weak homotopy equivalence, for every 𝑋 ∈ Ob(sSet).
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Proof. (i): To every simplicial set 𝑋 we attach the bisimplicial set 𝐸 (𝑋 ) such that

𝐸 (𝑋 )𝑚,𝑛 := sSet(Δ𝑚 × Sd(Δ𝑛), 𝑋 ) ∀𝑚,𝑛 ∈ N
and with 𝐸 (𝑋 )𝜙,𝜓 := sSet(𝜙 × Sd(𝜓 ), 𝑋 ) for every pair of morphisms 𝜙,𝜓 of 𝚫.

The projections Δ𝑚
𝑝
←−Δ𝑚 × Sd(Δ𝑛)

𝑞
−→ Sd(Δ𝑛) induce natural morphisms of bSet :

𝑋 ⊠ Δ0 𝑝∗

−−→ 𝐸 (𝑋 )
𝑞∗

←− Δ0 ⊠ Ex(𝑋 ).
With the notation of §2.1.8, notice moreover that :

(𝑋 ⊠ Δ0)•,𝑛 ∼−→ 𝑋 ∼−→H𝑜𝑚(Δ0, 𝑋 ) 𝐸 (𝑋 )•,𝑛 = H𝑜𝑚(Sd(Δ𝑛), 𝑋 ) ∀𝑛 ∈ N
and under these identifications, 𝑝∗•,𝑛 : (𝑋 ⊠ Δ0)•,𝑛 → 𝐸 (𝑋 )•,𝑛 corresponds to

𝑢∗𝑛 := H𝑜𝑚(𝑢𝑛, 𝑋 ) : H𝑜𝑚(Δ0, 𝑋 ) →H𝑜𝑚(Sd(Δ𝑛), 𝑋 ) ∀𝑛 ∈ N
for the unique morphism 𝑢𝑛 : Sd(Δ𝑛) → Δ0 of 𝚫.

Claim 5.3.6. Let 𝑓 , 𝑔 : 𝐾 ⇒ 𝐿 be two morphisms of sSet, ℎ : Δ1 × 𝐾 → 𝐿 a homotopy
from 𝑓 to 𝑔, and 𝑋 ∈ Ob(sSet). Let 𝑓 ∗, 𝑔∗ : H𝑜𝑚(𝐿,𝑋 ) ⇒H𝑜𝑚(𝐾,𝑋 ) be the morphisms
of sSet induced by 𝑓 and 𝑔. Then ℎ induces a homotopy from 𝑓 ∗ to 𝑔∗, and a homotopy
from Ex(𝑓 ) to Ex(𝑔).
Proof : Indeed, ℎ induces the morphism

ℎ∗ : H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(Δ1 × 𝐾,𝑋 ) ∼−→H𝑜𝑚(Δ1,H𝑜𝑚(𝐾,𝑋 ))
which, by adjunction, corresponds to a morphism

Δ1 ×H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(𝐾,𝑋 )
and it is easily seen that the latter is the sought homotopy from 𝑓 ∗ to 𝑔∗. Next, since Ex
preserves products [13, Prop.2.49(i)], ℎ induces as well the morphism

Δ1 × Ex(𝐾)
𝛽Δ1×Ex(𝐾 )
−−−−−−−−→ Ex(Δ1) × Ex(𝐾) ∼−→ Ex(Δ1 × 𝐾)

Ex(ℎ)
−−−−→ Ex(𝐿)

and it is easily seen that the latter is a homotopy from Ex(𝑓 ) to Ex(𝑔) : the details shall
be left to the reader. 3

Since 𝑢𝑛 is a simplicial homotopy equivalence (lemma 5.1.17(ii)), claim 5.3.6 implies
that the same holds for 𝑢∗𝑛 , for every 𝑛 ∈ N; especially, 𝑝∗ is a levelwise weak homotopy
equivalence, so it induces a weak homotopy equivalence :

(∗) 𝑋 ∼−→ diag(𝑋 ⊠ Δ0) → diag(𝐸 (𝑋 ))
by theorem 5.2.2. Likewise, the unique morphism 𝑣𝑚 : Δ𝑚 → Δ0 is a simplicial homotopy
equivalence for every 𝑚 ∈ N, hence the same holds for 𝑣∗𝑚 : 𝑋 ∼−→ H𝑜𝑚(Δ0, 𝑋 ) →
H𝑜𝑚(Δ𝑚, 𝑋 ). However, notice the natural identifications :

𝐸 (𝑋 )𝝓•,𝑚 ∼−→ Ex(H𝑜𝑚(Δ𝑚, 𝑋 )) (Δ0 ⊠ Ex(𝑋 ))𝝓•,𝑚 = (Ex(𝑋 ) ⊠ Δ0)•,𝑚 ∼−→ Ex(𝑋 )
where (−)𝝓 denotes the flip automorphism as in §2.1.8. Under these identifications, the
morphism (𝑞∗)𝝓•,𝑚 : (Δ0 ⊠ Ex(𝑋 ))𝝓•,𝑚 → 𝐸 (𝑋 )𝝓•,𝑚 corresponds to

Ex(𝑣∗𝑚) : Ex(𝑋 ) → Ex(H𝑜𝑚(Δ𝑚, 𝑋 ))
and invoking again claim 5.3.6, we see that Ex(𝑣∗𝑚) is a simplicial homotopy equivalence
as well. Summing up, (𝑞∗)𝝓 is a levelwise weak homotopy equivalence, so it induces a
weak homotopy equivalence

(∗∗) Ex(𝐾) ∼−→ diag(Δ0 ⊠ Ex(𝐾)𝝓) → diag(𝐸 (𝑋 )𝜙 ) = diag(𝐸 (𝑋 )).
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Now, for every morphism 𝑓 : 𝑋 → 𝑌 of sSet we get a commutative diagram :

𝑋 //

𝑓

��

diag(𝐸 (𝑋 ))
diag(𝐸 (𝑓 )
��

Ex(𝑋 )oo

Ex(𝑓 )
��

𝑌 // diag(𝐸 (𝑌 )) Ex(𝑌 )oo

whose horizontal arows are the weak homotopy equivalences (∗) and (∗∗). Hence 𝑓 is a
weak homotopy equivalence if and only if the same holds for Ex(𝑓 ).

(ii): Notice that L𝛼• : LSd ⇒ 1ho(sSet) is an isomorphism of functors, by proposition
5.3.3(iii), example 3.4.6(ii) and remark 3.4.7(iii). Then, by proposition 5.3.3(iv), corollary
3.4.17 and the discussion of §1.6.10, the same holds for

R𝛽• = (L𝛼•)∨ : 1ho(sSet) ⇒ REx.

Since R𝛽𝑋 = [(𝛽𝑋𝑓 )𝑐 ] for every 𝑋 ∈ Ob(sSet) (remark 3.4.7(iv)), Whitehead’s theorem
3.3.9(i) and lemma 3.4.12(ii) then imply that (𝛽𝑋 )𝑐 is a weak homotopy equivalence for
every fibrant object 𝑋 of sSet (i.e. every Kan complex), hence the same holds for 𝛽𝑋 , for
every Kan complex 𝑋 .

For a general simplicial set 𝑋 , we may find a trivial cofibration 𝑖 : 𝑋 → 𝑌 with a Kan
complex 𝑌 (see §3.3.1); we deduce a commutative diagram :

𝑋
𝑖 //

𝛽𝑋
��

𝑌

𝛽𝑌
��

Ex(𝑋 ) Ex(𝑖 ) // Ex(𝑌 )

where 𝛽𝑌 is a weak homotopy equivalence, by the foregoing, and the same holds for Ex(𝑖),
by virtue of (i); so 𝛽𝑋 is a weak homotopy equivalence as well. □

5.3.7. For every simplicial set 𝑋 we define inductively :

Ex0 (𝑋 ) := 𝑋 Ex𝑛+1 (𝑋 ) := Ex(Ex𝑛 (𝑋 )) ∀𝑛 ∈ N.

Hence we get a sequence of functors

Ex𝑛 : sSet→ sSet ∀𝑛 ∈ N

which preserve trivial fibrations and Kan fibrations (proposition 5.3.3(ii)), and both pre-
serve and reflect weak homotopy equivalences (proposition 5.3.5(i)); moreover, we have
natural transformations

𝛽𝑛• := 𝛽• ★ Ex𝑛 : Ex𝑛 ⇒ Ex𝑛+1 ∀𝑛 ∈ N

such that 𝛽𝑛
𝑋
is a trivial cofibration for every 𝑋 ∈ Ob(sSet) (proposition 5.3.5(ii)). Thus,

for every such 𝑋 we get a natural system of morphisms of sSet :

(∗) 𝑋
𝛽0
𝑋−−→ Ex1 (𝑋 )

𝛽1
𝑋−−→ Ex2 (𝑋 )

𝛽2
𝑋−−→ · · ·

and we set
Ex∞ (𝑋 ) := lim

−→
𝑛∈N

Ex𝑛 (𝑋 ) ∀𝑋 ∈ Ob(sSet).

The colimit of (∗) is then a natural transformation

𝛽∞• : 1sSet ⇒ Ex∞.
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Lemma 5.3.8. (i) 𝛽∞
𝑋

: 𝑋 → Ex∞ (𝑋 ) is a trivial cofibration for all 𝑋 ∈ Ob(sSet).
(ii) Ex∞ preserves Kan fibrations and weak homotopy equivalences, and is left exact.
(iii) 𝛽∞

𝑋
is a bijection on objects 𝛽∞

𝑋,0 : 𝑋0
∼−→ Ex∞ (𝑋 )0, and induces a natural bijection :

𝜋0 (𝛽∞𝑋 ) : 𝜋0 (𝑋 ) ∼−→ 𝜋0 (Ex∞ (𝑋 )) ∀𝑋 ∈ Ob(sSet).

Proof. (i): This is clear, since trivial cofibrations form a saturated class (see proposition
3.1.9(v)), and since 𝛽𝑛

𝑋
is a trivial cofibration for every 𝑛 ∈ N.

(ii): Since Ex𝑛 preserves Kan fibrations for every 𝑛 ∈ N, proposition 5.1.11(iii) implies
that the same holds for Ex∞; moreover, with (i) and the 2-out-of-3 property of weak homo-
topy equivalences we see that Ex∞ preserves weak homotopy equivalences. Next, since
Ex is a right adjoint, it is left exact ([13, Prop.2.49(i)]), so the same holds for Ex𝑛 , for every
𝑛 ∈ N; taking into account example 1.3.7(ii), we deduce that the same holds for Ex∞.

(iii) This is clear from example 5.3.1(ii,iii), since the functor 𝜋0 preserves all repre-
sentable colimits ([13, Prop.2.49(ii)]). □

Theorem 5.3.9. (Kan) Ex∞ (𝑋 ) is a Kan complex, for every 𝑋 ∈ Ob(sSet).

Proof. For every 𝑛 ∈ N, recall that 𝜉 ( [𝑛]) is the set of non-empty subsets of [𝑛], ordered
by inclusion of subsets; likewise, 𝜉 (𝜉 ( [𝑛])) is the set of strictly increasing chains 𝐶• :=
(∅ ≠ 𝐶0 ⊂ · · · ⊂ 𝐶𝑝 ⊂ [𝑛]) of arbitrary length 𝑝 ≥ 0, with ordering such that𝐶• ≤ 𝐶′• :=
(∅ ≠ 𝐶′0 ⊂ · · · ⊂ 𝐶′𝑞 ⊂ [𝑛]) ⇔ for every 𝑖 = 0, . . . , 𝑝 there exists 𝑗 ≤ 𝑞 such that 𝐶𝑖 = 𝐶′𝑗 .
For every 𝑛 ∈ N and 𝑘 = 0, . . . , 𝑛 consider the map

𝜓𝑛
𝑘
: 𝜉 (𝜉 ( [𝑛])) → 𝜉 ( [𝑛]) (∅ ≠ 𝐶0 ⊂ · · · ⊂ 𝐶𝑝 ⊂ [𝑛]) ↦→ {𝑐𝑛𝑘 (𝐶𝑖 ) | 𝑖 = 0, . . . , 𝑝}

where :

𝑐𝑛
𝑘
(𝑆) :=

{
max(𝑆) if 𝑆 ∈ 𝚽𝑛

𝑘

𝑘 otherwise
∀𝑆 ∈ 𝜉 ( [𝑛]) .

Clearly𝜓𝑛
𝑘
is a morphism of poSet. Now, define Φ𝑛

𝑘
as in corollary 5.3.4, we have :

Claim 5.3.10. Im(𝜓𝑛
𝑘
) ⊂ 𝚽

𝑛
𝑘
for every 𝑛 ∈ N and every 𝑘 = 0, . . . , 𝑛.

Proof : We need to check that 𝜓𝑛
𝑘
(𝐶•) ≠ [𝑛], [𝑛] \ {𝑘} for every chain 𝐶• ∈ 𝜉 (𝜉 ( [𝑛])).

Thus, suppose first that𝜓𝑛
𝑘
(𝐶•) = [𝑛]; especially, the length of the chain𝐶• must equal 𝑛

(since this is also the maximal length of any chain of 𝜉 (𝜉 ( [𝑛]))). Moreover, 𝐶𝑛 = [𝑛], so
𝑐𝑛
𝑘
(𝐶𝑛) = 𝑘 , and therefore 𝑐𝑛𝑘 (𝐶𝑖 ) ≠ 𝑘 for every 𝑖 = 0, . . . , 𝑛−1, so that 𝑐𝑛

𝑘
(𝐶𝑖 ) = max(𝐶𝑖 ) ≥

𝑖 for every 𝑖 ≤ 𝑛 − 1. if 𝑐𝑛
𝑘
(𝐶𝑛−1) = 𝑛 − 1, then 𝑛 ∉ {𝑐𝑛

𝑘
(𝐶𝑖 ) | 𝑖 = 0, . . . , 𝑛 − 1}, and therefore

𝑛 = 𝑐𝑛
𝑘
(𝐶𝑛) = 𝑘 . But then 𝐶𝑛−1 = [𝑛] \ {𝑘} ∉ 𝚽

𝑛
𝑘
, so that 𝑐𝑛

𝑘
(𝐶𝑛−1) = 𝑘 , a contradiction.

• Next, if 𝑐𝑛
𝑘
(𝐶𝑛−1) = 𝑛, then𝑘 = 𝑐𝑛

𝑘
(𝐶𝑛) ≠ 𝑛, so {𝑐𝑛𝑘 (𝐶𝑖 ) | 𝑖 = 0, . . . , 𝑛−2} = [𝑛−1]\{𝑘}.

Hence,𝐶𝑛−2 = [𝑛−1] \{𝑘} (since𝐶0 ⊂ · · · ⊂ 𝐶𝑛−2 is then a maximal chain in [𝑛−1] \{𝑘}),
and therefore 𝐶𝑛−1 = [𝑛] \ {𝑘} (since 𝑐𝑛

𝑘
(𝐶𝑛−1) = max(𝐶𝑛−1)); but then 𝑐𝑛𝑘 (𝐶𝑛−1) = 𝑘 as

well, again a contradiction.
• Lastly, suppose that 𝜓𝑛

𝑘
(𝐶•) = [𝑛] \ {𝑘}, and let 𝑝 ≤ 𝑛 be the length of 𝐶•. Then

𝑐𝑛
𝑘
(𝐶𝑖 ) = max(𝐶𝑖 ) for 𝑖 = 0, . . . , 𝑝 , and 𝑝 ≥ 𝑛 − 1; moreover, the cardinality of 𝐶𝑝 must be
≥ 𝑛, and 𝐶𝑝 ≠ [𝑛], so 𝐶𝑝 = [𝑛] \ { 𝑗} for some 𝑗 ≠ 𝑘 . Consequently, 𝑐𝑛

𝑘
(𝐶𝑖 ) ≠ 𝑖 for every

𝑖 = 0, . . . , 𝑝 , and then 𝑖 ∉ 𝜓𝑛
𝑘
(𝐶•), so 𝑗 = 𝑘 , a contradiction. 3

By claim 5.3.10, lemma 5.3.2, and corollary 5.3.4, the morphism 𝑁 (𝜓𝑛
𝑘
) induces a mor-

phism of sSet
𝑢𝑛
𝑘
: Sd2 (Δ𝑛) → Sd(Λ𝑛

𝑘
).
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Claim 5.3.11. Let 𝑗 : Λ𝑛
𝑘
→ Δ𝑛 be the inclusion; the following diagram commutes :

Sd2 (Λ𝑛
𝑘
)

Sd(𝛼Λ𝑛
𝑘
)
//

Sd2 ( 𝑗 )
��

Sd(Λ𝑛
𝑘
)

Sd2 (Δ𝑛).
𝑢𝑛
𝑘

66

Proof : We come down to checking the commutativity of the diagram :

Sd2 (Λ𝑛
𝑘
) Sd2 ( 𝑗 ) //

Sd(𝛼Λ𝑛
𝑘
)
��

Sd2 (Δ𝑛) ∼ // 𝑁𝜉2 [𝑛]
𝑁 (𝜓𝑛

𝑘
)

��
Sd(Λ𝑛

𝑘
) Sd( 𝑗 ) // Sd(Δ𝑛) ∼ // 𝑁𝜉 [𝑛]

where the unmarked horizontal isomorphisms are given by lemma 5.3.2. However, the
composition of the top and bottom horizontal arrows are respectively :

Sd2 (Λ𝑛
𝑘
) ∼−→ 𝑁𝜉 (𝚽𝑛

𝑘
)
𝑁𝜉 ( 𝑗 ′ )
−−−−−→ 𝑁𝜉2 [𝑛] and Sd(Λ𝑛

𝑘
) ∼−→ 𝑁𝚽

𝑛
𝑘

𝑁 𝑗 ′

−−−→ 𝑁𝜉 [𝑛]

where 𝑗 ′ : 𝚽𝑛
𝑘
→ 𝜉 [𝑛] is the inclusion, and the unmarked isomorphisms are again the

natural identifications of lemma 5.3.2, which make commute the diagram :

Sd2 (Λ𝑛
𝑘
) ∼ //

Sd(𝛼Λ𝑛
𝑘
)
��

𝑁𝜉 (𝚽𝑛
𝑘
)

𝑁𝜇
𝚽
𝑛
𝑘��

Sd(Λ𝑛
𝑘
) ∼ // 𝑁𝚽

𝑛
𝑘

Thus, we are reduced to checking the commutativity of the diagram :

𝜉 (𝚽𝑛
𝑘
)

𝜇
𝚽
𝑛
𝑘
��

𝜉 ( 𝑗 ′ ) // 𝜉2 [𝑛]
𝜓𝑛
𝑘

��
𝚽
𝑛
𝑘

𝑗 ′ // 𝜉 [𝑛]

which follows by simple inspection. 3

Now, let 𝑥 : Λ𝑛
𝑘
→ Ex∞ (𝑋 ) be any morphism; since Λ𝑛

𝑘
has finitely many non-

degenerate simplices, there exists𝑚 ∈ N \ {0} such that 𝑥 is the composition of a mor-
phism 𝑥 ′ : Λ𝑛

𝑘
→ Ex𝑚 (𝑋 ) and the natural morphism Ex𝑚 (𝑋 ) → Ex∞ (𝑋 ) (corollary

2.2.11). By adjunction, 𝑥 ′ corresponds to a morphism𝑦 : Sd(Λ𝑛
𝑘
) → Ex𝑚−1 (𝑋 ), and we let

𝑧 : Sd(Δ𝑛) → Ex𝑚 (𝑋 ) be the adjoint of 𝑦′ := 𝑦 ◦ 𝑢𝑛
𝑘
: Sd2 (Δ𝑛) → Ex𝑚−1 (𝑋 ); notice that

𝑦′ ◦ Sd2 ( 𝑗) = 𝑦 ◦ Sd(𝛼Λ𝑛
𝑘
), by claim 5.3.11. By adjunction, we deduce first a commutative

diagram :

Sd(Λ𝑛
𝑘
)

Sd( 𝑗 )
��

𝛼Λ𝑛
𝑘 // Λ𝑛

𝑘

𝑥 ′
��

Sd(Δ𝑛) 𝑧 // Ex𝑚 (𝑋 )
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and then a second commutative diagram :

Λ𝑛
𝑘

𝛽Λ𝑛
𝑘 //

𝑗

��

Ex1 (Λ𝑛
𝑘
)

Ex1 (𝑥 ′ )
��

Δ𝑛
𝑤 // Ex𝑚+1 (𝑋 )

where𝑤 is again the adjoint of 𝑧 (see §1.6.10). But Ex1 (𝑥 ′) ◦ 𝛽Λ𝑛
𝑘
= 𝛽Ex𝑚 (𝑋 ) ◦ 𝑥 ′, so finally

we arrive at the commutative diagram :

Λ𝑛
𝑘

𝑗
��

𝑥 ′ // Ex𝑚 (𝑋 )
𝛽Ex𝑚 (𝑋 )

��

// Ex∞ (𝑋 )

Δ𝑛
𝑤 // Ex𝑚+1 (𝑋 )

88

and the proof is concluded. □

5.4. Fibrations and weak equivalences in the Kan-Quillenmodel category. In this
§ we exploit the functor Ex∞ to derive useful properties of the class of weak homotopy
equivalences, and of the fibrations of the Kan-Quillen model structure. In the last para-
graph, we also add some complements for the model category of pointed simplicial sets.

Corollary 5.4.1. Consider a Kan fibration 𝑝 : 𝑋 → 𝑌 and a cartesian square of sSet :

D :
𝑋 ′

𝑓 //

𝑝′

��

𝑋

𝑝

��
𝑌 ′

𝑔 // 𝑌 .

(i) If 𝑝 (resp. 𝑔) is a weak homotopy equivalence, the same holds for 𝑝′ (resp. for 𝑓 ).

(ii) D is homotopy cartesian for the Kan-Quillen model category.

Proof. (ii): We apply termwise the functor Ex∞ to D, to deduce another cartesian square
Ex∞ (D), by lemma 5.3.8(ii), all of whose terms are Kan complexes, by theorem 5.3.9, and
where Ex∞ (𝑝) is a Kan fibration, again by lemma 5.3.8(ii), so it is a fibration between fi-
brant objects for the Kan-Quillenmodel category (theorem 5.1.10). Also, by lemma 5.3.8(i),
the natural transformation 𝛽∞• of §5.3.7 yields a weak equivalence 𝛽∞D : D → Ex∞ (D) of
the category sSet□ of example 3.6.2(iii) (endowed with the injective model structure in-
duced by the Kan-Quillen model structure on sSet), hence it suffices to check that Ex∞ (D)
is homotopy cartesian (remark 3.5.15(v)); the latter holds by proposition 3.6.5(ii).

(i): Lemma 5.3.8(i) (and the 2-out-of-3 property for weak equivalences) easily implies
that if 𝑝 (resp. 𝑔) is a weak homotopy equivalence, the same holds for Ex∞ (𝑝) (resp. for
Ex∞ (𝑔)). Next, if Ex∞ (𝑔) is a weak homotopy equivalence, the same holds for Ex∞ (𝑓 ), by
virtue of proposition 3.6.5(ii), since we have already remarked that Ex∞ (D) is cartesian
and that Ex∞ (𝑝) is a fibration between fibrant objects for the Kan-Quillenmodel category;
if Ex∞ (𝑝) is a weak homotopy equivalence, then it is a trivial fibration of sSet (theorem
5.1.10), and therefore the same holds for Ex∞ (𝑝′) (proposition 3.1.9(v)). Lastly, if Ex∞ (𝑓 )
(resp. Ex∞ (𝑝′)) is a weak homotopy equivalence, the same holds for 𝑓 (resp. for 𝑝′), once
again by lemma 5.3.8(i). □
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Proposition 5.4.2. Consider a commutative triangle of simplicial sets :

𝑋
𝑓 //

𝑝 ��

𝑌

𝑞��
𝑆.

(i) If for every 𝑛 ∈ N, every 𝑛-simplex Δ𝑛 → 𝑆 induces a weak homotopy equivalence
Δ𝑛 ×𝑆 𝑋 → Δ𝑛 ×𝑆 𝑌 , then every morphism 𝑆 ′ → 𝑆 of sSet induces a weak homotopy
equivalence 𝑆 ′ ×𝑆 𝑓 : 𝑆 ′ ×𝑆 𝑋 → 𝑆 ′ ×𝑆 𝑌 (especially, 𝑓 is a weak homotopy equivalence).

(ii) If moreover, 𝑝 and 𝑞 are Kan fibrations, the following conditions are equivalent :

(a) 𝑓 is a weak homotopy equivalence.

(b) 𝑆 ′ ×𝑆 𝑓 is a weak homotopy equivalence for every morphism 𝑆 ′ → 𝑆 of sSet.

(c) 𝑓 restricts to a weak homotopy equivalence 𝑓𝑠 : 𝑝−1 (𝑠) → 𝑞−1 (𝑠) for every 𝑠 ∈ 𝑆0.

Proof. (i): Recall that 𝚫/𝑆 is an Eilenberg-Zilber category, by example 2.2.2(i,ii); more-
over, we have a natural equivalence of categories 𝚫/𝑆 ∼−→ sSet/𝑆 that identifies each
representable presheaf ℎ ( [𝑛],𝑢 ) on 𝚫/𝑆 with the object (Δ𝑛, 𝑢 : Δ𝑛 → 𝑆) of sSet/𝑆 (lemma
1.7.2). Hence, let Σ ⊂ Mor(sSet/𝑆) be the class of all morphism 𝑆 ′ → 𝑆 of sSet such that
𝑆 ′ ×𝑆 𝑓 is a weak homotopy equivalence; by assumption, Σ contains all the representable
presheaves of 𝚫/𝑆 , so we are reduced to checking that Σ is saturated by monomorphisms
(corollary 2.2.10). However, condition (a) of definition 2.2.9 holds for Σ, due to corol-
laries 3.5.12(i) and 1.4.6(iii). Lastly, since all small colimits of sSet are universal (§2.1.6),
corollaries 3.5.13 and 3.6.7 imply that also conditions (b) and (c) hold for Σ.

(ii): (In (c), 𝑝−1 (𝑠) and𝑞−1 (𝑠) denote the fibres of 𝑝 and𝑞 over 𝑠 : see definition 2.5.1(iv).)
Obviously (b)⇒(c). In order to check that (a)⇒(b), consider the commutative diagram :

𝑆 ′ ×𝑆 𝑋
𝑆 ′×𝑆 𝑓 //

��

𝑆 ′ ×𝑆 𝑌
𝑆 ′×𝑆𝑞 //

��

𝑆 ′

��
𝑋

𝑓 // 𝑌
𝑞 // 𝑆

whose left and right squares D and D′ are cartesian, and we let D′′ be the composition of
D and D′, i.e. the square whose two horizontal sides are 𝑝 and 𝑆 ′ ×𝑆 𝑝 : 𝑆 ′ ×𝑆 𝑋 → 𝑆 ′. By
corollary 5.4.1(ii) and the dual of lemma 3.6.4(i), both D′ and D′′ are homotopy cartesian,
hence the same holds for D (proposition 3.6.3(iii)); then the assertion follows from lemma
3.6.4(iii). Lastly, we check that (c)⇒(a) : to this aim, (i) reduces to showing that for every
𝑛 ∈ N, every 𝑛-simplex𝜓 : Δ𝑛 → 𝑆 induces a weak homotopy equivalence 𝑓𝜓 := Δ𝑛 ×𝑆 𝑓 :
Δ𝑛 ×𝑆 𝑋 → Δ𝑛 ×𝑆 𝑌 . However, let 𝜙 : [0] → [𝑛] be the map such that 0 ↦→ 𝑛; recall that
the induced morphism Δ𝜙 : Δ0 → Δ𝑛 is a strong deformation retract (remark 5.1.9(iii)),
and set 𝑠 := 𝜓 ◦ Δ𝜙 : Δ0 → 𝑆 . We get cartesian squares of sSet :

𝑝−1 (𝑠)
𝛽𝑋 //

��

Δ𝑛 ×𝑆 𝑋
Δ𝑛×𝑆𝑝
��

𝑝−1 (𝑠)
𝑓𝑠 //

𝛽𝑋
��

𝑞−1 (𝑠)
𝛽𝑌
��

𝑞−1 (𝑦)
𝛽𝑌 //

��

Δ𝑛 ×𝑆 𝑌
Δ𝑛×𝑌𝑞
��

Δ0 Δ𝜙 // Δ𝑛 Δ𝑛 ×𝑆 𝑋
𝑓𝜓 // Δ𝑛 ×𝑆 𝑌 Δ0 Δ𝜙 // Δ𝑛

where Δ𝑛 ×𝑆 𝑝 and Δ𝑛 ×𝑆 𝑞 are Kan fibrations (proposition 3.1.9(v)), so that 𝛽𝑋 and 𝛽𝑌 are
strong deformation retracts (proposition 4.5.7), hence they are weak homotopy equiva-
lences (proposition 4.5.6(ii)); the same holds for 𝑓𝑠 , by virtue of (c), so also for 𝑓𝜓 . □
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Corollary 5.4.3. Consider a commutative diagram of sSet :

D :
𝑋 ′

𝑣 //

𝑓 ′

��

𝑋

𝑓

��
𝑌 ′

𝑢 // 𝑌

where 𝑓 and 𝑓 ′ are Kan fibrations. The following conditions are equivalent :
(a) D is homotopy cartesian for the Kan-Quillen model category.
(b) Every 𝑦′ ∈ 𝑌 ′0 induces a weak homotopy equivalence 𝑣𝑦 : 𝑓 ′−1 (𝑦′) → 𝑓 −1 (𝑢 (𝑦′)).

Proof. From corollary 5.4.1(ii) and theorem 3.3.9(ii) it follows easily that (a) holds if and
only if the induced morphism 𝑔 : 𝑋 ′ → 𝑌 ′ ×𝑌 𝑋 is a weak homotopy equivalence (details
left to the reader). Notice that 𝑌 ′ ×𝑌 𝑓 : 𝑌 ′ ×𝑌 𝑋 → 𝑌 ′ is a Kan fibration (proposition
3.1.9(v)); then, by virtue of proposition 5.4.2(ii), 𝑔 is a weak homotopy equivalence if and
only if every object 𝑦′ : Δ0 → 𝑌 ′ induces a weak homotopy equivalence

𝑔𝑦′ := Δ0 ×𝑌 ′ 𝑔 : 𝑓 ′−1 (𝑦′) → Δ0 ×𝑌 ′ (𝑌 ′ ×𝑌 𝑋 ) = 𝑓 −1 (𝑦).
But 𝑔𝑦′ = 𝑣𝑦,, so this is precisely condition (b). □

Theorem 5.4.4. (Quillen) A morphism of sSet is a fibration (resp. a trivial cofibration) for
the Kan-Quillen model category⇔ it is a Kan fibration (resp. an anodyne extension).

Proof. It suffices to check the assertion concerning trivial cofibrations, and since every
anodyne extension is a trivial cofibration, we need only verify the converse assertion.
Now, by factoring a trivial cofibration as the composition of an anodyne extension fol-
lowed by a Kan fibration, the retract lemma (proposition 3.1.10) reduces to showing that
every Kan fibration 𝑓 : 𝑋 → 𝑌 that is a weak homotopy equivalence is a trivial fibration.

Claim 5.4.5. We may assume that 𝑌 = Δ𝑛 for some 𝑛 ∈ N.
Proof : Indeed, consider a commutative diagram of sSet :

(∗)
𝜕Δ𝑛 //

��

𝑋

𝑓
��

Δ𝑛 // 𝑌 .

We need to find a diagonal filler for (∗), and by corollary 5.4.1(i) and proposition 3.1.9(v),
we may replace 𝑌 by Δ𝑛 and 𝑋 by Δ𝑛 ×𝑌 𝑋 , whence the claim. 3

Thus, let 𝑓 : 𝑋 → Δ𝑛 be a Kan fibration which is a weak homotopy equivalence. Let
𝜙 : [0] → [𝑛] be the map such that 𝜙 (0) = 𝑛, and consider the cartesian diagram :

𝐹
𝑗 //

𝑓 ′

��

𝑋

𝑓

��
Δ0 Δ𝜙 // Δ𝑛 .

Recall that Δ𝜙 is a strong deformation retract (remark 5.1.9(iii)); then, by proposition 4.5.7,
the same holds for 𝑗 , so the latter is an anodyne extension (proposition 4.5.6(ii)). On the
other hand, 𝑓 ′ is both a Kan fibration and a weak homotopy equivalence (corollary 5.4.1(i)
and proposition 3.1.9(v)), and since Δ0 is fibrant, it follows that 𝑓 ′ is a trivial fibration (the-
orem 5.1.10); then 𝑓 ′ is an absolute weak equivalence (proposition 4.6.8). By proposition
4.6.9, we then see that 𝑓 is an absolute weak equivalence, and finally, 𝑓 is therefore a
trivial fibration, again by proposition 4.6.8. □
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Proposition 5.4.6. (i) The functor 𝜋0 : sSet → Set (see §2.1.11) sends weak homotopy
equivalences to bijections, and preserves finite products.

(ii) For every 𝐴,𝑋 ∈ Ob(sSet), the set 𝜋0 (H𝑜𝑚(𝐴,𝑋 )) is naturally identified with the
set [𝐴,𝑋 ] of Δ1-homotopy classes of morphisms 𝐴→ 𝑋 .
(iii) We have a Quillen adjunction :

𝜋0 : sSet⇄ Set : c
𝚫
op

where c
𝚫
op denotes the constant simplicial set functor of §2.1.11, and where Set is endowed

with the model category structure of example 3.2.3(i).

Proof. (ii): Recall that 𝜋0 (H𝑜𝑚(𝐴,𝑋 )) is naturally identified with the coequalizer of
𝑑01, 𝑑

1
1 : H𝑜𝑚(𝐴,𝑋 )1 ⇒ H𝑜𝑚(𝐴,𝑋 )0 (see §2.1.11), and by definition, H𝑜𝑚(𝐴,𝑋 )𝑛 is the

set sSet(Δ𝑛 ×𝐴,𝑋 ), for every 𝑛 ∈ N. Under such identifications, the map 𝑑𝑖1 corresponds
to sSet(𝜕1𝑖 , 𝑋 ) : sSet(Δ1, 𝑋 ) → sSet(Δ0, 𝑋 ), for 𝑖 = 0, 1, whence the assertion.

(i): Let 𝑓 : 𝑋 → 𝑌 be a weak homotopy equivalence; if 𝑋 and 𝑌 are Kan complexes,
then the induced map [Δ0, 𝑋 ] → [Δ0, 𝑌 ] is a bijection, by corollary 4.5.16(iii). For the
general case, we consider the commutative diagram :

𝑋
𝛽∞
𝑋 //

𝑓

��

Ex∞ (𝑋 )
Ex∞ (𝑓 )
��

𝑌
𝛽∞
𝑌 // Ex∞ (𝑌 )

whose horizontal arrows are weak homotopy equivalences, by lemma 5.3.8(i), so that the
same holds for Ex∞ (𝑓 ); by theorem 5.3.9 and the previous case, it follows that 𝜋0 (Ex∞ (𝑓 ))
is a bijection, and the same holds for 𝜋0 (𝛽∞𝑋 ) and 𝜋0 (𝛽∞𝑌 ), by lemma 5.3.8(iii), so finally
also for 𝜋0 (𝑓 ).

It remains to check that 𝜋0 preserves finite products. To this aim, let first 𝑋 and 𝑌 be
any two Kan complexes; we consider the map

𝜔 : (𝑋 × 𝑌 )0 = 𝑋0 × 𝑌0 → 𝜋0 (𝑋 ) × 𝜋0 (𝑌 ) (𝑎, 𝑏) ↦→ ([𝑎], [𝑏])
where [𝑎] denotes the class of 𝑎 in 𝜋0 (𝑋 ), and likewise for [𝑏]. If ℎ : Δ1 → 𝑋 × 𝑌 is
any Δ1-homotopy from (𝑎, 𝑏) to (𝑎′, 𝑏′), then the composition of ℎ with the projection
𝑝 : 𝑋 × 𝑌 → 𝑋 (resp. 𝑞 : 𝑋 × 𝑌 → 𝑌 ) is a Δ1-homotopy from 𝑎 to 𝑎′ (resp. from 𝑏 to 𝑏′),
hence 𝜔 factors through the projection (𝑋 × 𝑌 )0 → 𝜋0 (𝑋 × 𝑌 ) and a unique surjection

𝜔 : 𝜋0 (𝑋 × 𝑌 ) → 𝜋0 (𝑋 ) × 𝜋0 (𝑌 )
so it remains only to verify the injectivity of𝜔 . Hence, let (𝑎, 𝑏), (𝑎′, 𝑏′) ∈ 𝑋0×𝑌0 such that
[𝑎] = [𝑎′] and [𝑏] = [𝑏′]; according to lemma 4.5.8 there exist Δ1-homotopiesℎ : Δ1 → 𝑋

from 𝑎 to 𝑎′ and 𝑘 : Δ1 → 𝑌 from 𝑏 to 𝑏′, and we let 𝐻 : Δ1 → 𝑋 × 𝑌 be the unique
morphism such that 𝑝 ◦ 𝐻 = ℎ and 𝑞 ◦ 𝐻 = 𝑘 . Clearly 𝐻 is a Δ1-homotopy from (𝑎, 𝑏) to
(𝑎′, 𝑏′), whence the assertion.

Lastly, let 𝑋,𝑌 be any two simplicial complexes, and recall that the functor Ex∞ is left
exact (lemma 5.3.8(ii)); we then get a commutative diagram :

𝜋0 (𝑋 × 𝑌 )

��

// 𝜋0 (Ex∞ (𝑋 × 𝑌 )) // 𝜋0 (Ex∞ (𝑋 ) × Ex∞ (𝑌 ))

��
𝜋0 (𝑋 ) × 𝜋0 (𝑌 ) // 𝜋0 (Ex∞ (𝑋 )) × 𝜋0 (Ex∞ (𝑌 ))
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and taking into account (ii) and lemma 5.3.8(i), we see that all the arrows of this diagram
are bijections, except possibly for the left vertical arrow. But then also the left vertical
arrow must be bijective, and the proof is concluded.

(iii): Recall that, with the model category structure of example 3.2.3(i), the weak equiv-
alences of Set are the bijections, and every map is both a fibration and a cofibration. Now,
by virtue of proposition 4.5.17 and corollary 5.1.6, it suffices to check that the inclusion
Λ𝑛
𝑘
→ Δ𝑛 induces a bijection 𝜋0 (Λ𝑛𝑘 )

∼−→ 𝜋0 (Δ𝑛), for every 𝑛 ∈ N \ {0} and 𝑘 = 0, . . . , 𝑛.
The latter holds by example 2.1.13 and §2.3.12. □

5.4.7. Kan-Quillen model structure on pointed simplicial sets. Recall that we denote by
sSet◦ the category of pointed simplicial sets (see §2.1.14); following proposition 3.2.4(iii),
the Kan-Quillen model structure on sSet induces a model structure on sSet◦, that we call
the Kan-Quillen model category structure on pointed simplicial sets. The weak equivalences
(resp. the fibrations, resp. the trivial fibrations) of sSet◦ are called pointed weak homotopy
equivalences (resp. pointed Kan fibrations, resp. pointed trivial fibrations) : hence, these are
the morphisms (𝑋, 𝑥) → (𝑌,𝑦) of sSet◦ whose underlying morphism𝑋 → 𝑌 of simplicial
sets is aweak homotopy equivalence (resp. a Kan fibration, resp. a trivial fibration of sSet).
Likewise, the fibrant objects of sSet◦ are called pointed Kan complexes; again, these are
the pairs (𝑋, 𝑥) where 𝑋 is a Kan complex.

Remark 5.4.8. (i) Since the cofibrations of sSet are the monomorphisms, the same holds
for the cofibrations of sSet◦ (corollary 1.4.6(ii)). Moreover, clearly the initial object of sSet◦
is Δ0, so the unique morphism Δ0 → 𝑋 is a monomorphism, for every 𝑋 ∈ Ob(sSet◦); i.e.
every object of sSet◦ is cofibrant for the Kan-Quillen model category structure.

(ii) Let us endow the finitely complete and finitely cocomplete category of pointed sets

Set◦ := {∅}/Set

with the model structure provided by example 3.2.3(i), and sSet◦ with its Kan-Quillen
model structure; then, according to remark 3.4.11(ii), the Quillen adjunction of proposi-
tion 5.4.6(iii) induces a Quillen adjunction that we denote again :

𝜋0 : sSet◦ ⇄ Set◦ : 𝑐𝚫op .

Explicitly, for every (𝑋, 𝑥) ∈ Ob(sSet◦) we have 𝜋0 (𝑋, 𝑥) := (𝜋0 (𝑋 ), [𝑥]), where [𝑥]
denotes the class in 𝜋0 (𝑋 ) of the base point 𝑥 . And for every pointed set 𝑖 : {∅} → 𝑆 , we
have 𝑐

𝚫
op (𝑆, 𝑖) := ((Δ0) (𝑖 ) : Δ0 → (Δ0) (𝑆 ) ) (notation of §1.2.14).

(iii) Moreover, since the target functor t : sSet◦ → sSet preserves fibrations and trivial
fibrations, by lemma 3.4.12(i) we have as well the Quillen adjunction :

(−)◦ : sSet⇄ sSet◦ : t

where the left adjoint (−)◦ is defined as in §2.1.14. Especially, (−)◦ sends weak homotopy
equivalences to pointed weak homotopy equivalences (lemma 3.4.12(iii)).

Proposition 5.4.9. (i) For every pair 𝑋 → 𝑌 , 𝑋 ′ → 𝑌 ′ of pointed weak homotopy equiv-
alences, the induced morphisms 𝑋 ∨ 𝑌 → 𝑋 ′ ∨ 𝑌 ′ and 𝑋 ∧ 𝑌 → 𝑋 ′ ∧ 𝑌 ′ are pointed weak
homotopy equivalences.

(ii) H𝑜𝑚(𝑋,𝑌 ) and H𝑜𝑚◦ (𝑋,𝑌 ) are pointed Kan complexes, for every 𝑋 ∈ Ob(sSet◦)
and every pointed Kan complex 𝑌 (see example 2.1.15(ii)).
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(iii) Let ho(sSet◦) be the homotopy category of the Kan-Quillen model category structure
on sSet◦. Then, for every pointed Kan complex 𝑋 , we have natural isomorphisms of Set◦ :

𝜋0H𝑜𝑚◦ (𝐴,𝑋 ) ∼−→ (ho(sSet◦) (𝐴,𝑋 ), [0𝐴𝑋 ]) ∀𝐴 ∈ Ob(sSet◦)
where [0𝐴𝑋 ] denotes the class of 0𝐴𝑋 : 𝐴→ 𝑋 in ho(sSet◦) (𝐴,𝑋 ).
Proof. (i): By virtue of the natural isomorphisms 𝑋 ∨ 𝑌 ∼−→ 𝑌 ∨ 𝑋 and 𝑋 ∧ 𝑌 ∼−→ 𝑌 ∧ 𝑋
(proposition 2.1.16(ii)), it suffices to check that the functors − ∨ 𝑌 and − ∧ 𝑌 preserve
pointed weak homotopy equivalences. Now, say that 𝑌 = (𝑌,𝑦), and let 𝑋 = (𝑋, 𝑥) →
𝑋 ′ := (𝑋 ′, 𝑥 ′) be a pointed weak homotopy equivalence; we get a commutative diagram :

{𝑥} × 𝑌

��

{(𝑥,𝑦)}oo //

��

𝑋 × {𝑦}

��
{𝑥 ′} × 𝑌 {(𝑥 ′, 𝑦)}oo // 𝑋 ′ × {𝑦}

whose vertical arrows are weak homotopy equivalences. Then the same holds for the
induced morphism 𝑋 ∨ 𝑌 → 𝑋 ′ ∨ 𝑌 , by corollary 3.5.12(ii). Likewise, we have the com-
mutative diagram of sSet :

Δ0 𝑋 ∨ 𝑌oo //

��

𝑋 × 𝑌

��
Δ0 𝑋 ′ ∨ 𝑌oo // 𝑋 ′ × 𝑌

whose central vertical arrow is a weak homotopy equivalence, by the foregoing; the same
holds for the right vertical arrow, by corollary 5.1.13(ii), and then also for the induced
morphism 𝑋 ∧ 𝑌 → 𝑋 ′ ∧ 𝑌 , by virtue of corollary 3.6.7.

(ii): The assertion for H𝑜𝑚(𝑋,𝑌 ) is clear, from corollary 5.1.12(ii). Next, say that
𝑋 = (𝑋, 𝑥) and 𝑌 = (𝑌,𝑦); we apply corollary 5.1.12(i) to the monomorphism 𝑥 : Δ0 → 𝑋

and the Kan fibration 𝑝 : 𝑌 → Δ0 to deduce that 𝑥∗ = (𝑥∗, 𝑝∗) : H𝑜𝑚(𝑋,𝑌 ) →
H𝑜𝑚(Δ0, 𝑌 ) ×H𝑜𝑚 (Δ0,Δ0 ) H𝑜𝑚(𝑋,Δ0) ∼−→ 𝑌 is a Kan fibration. Then the unique mor-
phism H𝑜𝑚◦ (𝑋,𝑌 ) → Δ0 is a pointed Kan fibration, by proposition 3.1.9(v), as stated.

(iii): Notice first that (Δ0)◦ = 𝜕Δ1 (notation of example 2.1.15(i)), and moreover, for
every 𝐴 ∈ Ob(sSet◦) we have a natural identification in sSet◦ :

𝐴 ∧ (𝜕Δ1)◦ ∼−→ 𝐴 ⊔𝐴
(details left to the reader). Combining with proposition 2.1.16(ii), we deduce that the
inclusion 𝑖 : 𝜕Δ1 → Δ1 and the projection 𝑝 : Δ1 → Δ0 induce morphisms of sSet◦ :

(∗) 𝐴 ⊔𝐴
𝐴∧𝑖◦−−−→ 𝐴 ∧ (Δ1)◦

𝐴∧𝑝◦−−−−→ 𝐴 ∧ 𝜕Δ1 ∼−→ 𝐴

whose composition is the codiagonal ∇𝐴 : 𝐴 ⊔ 𝐴 → 𝐴. Recall that 𝑝 is a weak ho-
motopy equivalence (lemma 5.1.17(ii)), so 𝑝◦ is a pointed weak homotopy equivalence
(remark 5.4.8(iii)), and then the same holds for 𝐴 ∧ 𝑝◦, by virtue of (i). Thus, the two
morphisms of (∗) form a cylinder for 𝐴, in the sense of definition 3.2.9(i). Since 𝐴 and
𝑋 are respectively cofibrant and fibrant in sSet◦ (remark 5.4.8(i)), combining with lemma
3.2.11(i), proposition 3.2.14(ii), and the explicit construction of the homotopy category in
the proof of theorem 3.3.5, we deduce that ho(sSet◦) (𝐴,𝑋 ) is naturally identified with
the set of equivalence classes [𝐴,𝑋 ] := sSet◦ (𝐴,𝑋 )/∼, for the equivalence relation such
that 𝑓 ∼ 𝑔 ⇔ there exists a morphism ℎ : 𝐴 ∧ (Δ1)◦ → 𝑋 with ℎ ◦ (𝐴 ∧ (𝜕11)◦) = 𝑓

and ℎ ◦ (𝐴 ∧ (𝜕10)◦) = 𝑔. Then the assertion follows, in light of corollary 2.1.17 and the
discussion of §2.1.11. □
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Corollary 5.4.10. Let 𝑋,𝑋 ′ be pointed Kan fibrations, and 𝐴,𝐴′ ∈ Ob(sSet◦). Every pair
of pointed weak homotopy equivalences 𝑋→𝑋 ′, 𝐴′→𝐴 induces an isomorphism of Set◦ :

𝜋0H𝑜𝑚◦ (𝐴,𝑋 ) ∼−→ 𝜋0H𝑜𝑚◦ (𝐴′, 𝑋 ′) .

Proof. This follows immediately from proposition 5.4.9(iii). □

Corollary 5.4.11. (i) For every 𝑌 ∈ Ob(sSet◦), the adjoint pair (− ∧ 𝑌,H𝑜𝑚◦ (𝑌,−)) of
proposition 2.1.16(i) is a Quillen adjunction.

(ii) H𝑜𝑚◦ (𝑌,−) preserves pointed Kan fibrations and pointed trivial fibrations.

Proof. (i): By proposition 5.4.9(i), we know that the functor −∧𝑌 preserves pointed weak
homotopy equivalences, so we need only check that it also preserves cofibrations, i.e.
monomorphisms (lemma 3.4.12(i)). However, for every monomorphism𝑋 → 𝑋 ′ of sSet◦,
it is easily seen that (𝑋 × 𝑌 ) ∩ (𝑋 ′ ∨ 𝑌 ) = 𝑋 ∨ 𝑌 (details left to the reader); the assertion
follows easily from this identity.

(ii) follows immediately from (i) and lemma 3.4.12(i). □
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6. The homotopy theory of∞-categories

6.1. Inner anodyne extensions.

Definition 6.1.1. (i) The class of inner anodyne extensions :

inAn ⊂ Mor(sSet)

is the saturation of the set of monomorphisms {Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ≥ 2, 𝑘 = 1, . . . , 𝑛 − 1}.

(ii) An inner fibration is a morphism of simplicial sets which has the right lifting prop-
erty with respect to the class of inner anodyne extensions.

Example 6.1.2. (i) A simplicial set𝑋 is an∞-category if and only if the uniquemorphism
𝑋 → Δ0 is an inner fibration (see definition 2.6.1(i)). More generally, it is easily seen that
if 𝑋 → 𝑌 is an inner fibration and if 𝑌 is an ∞-category, then the same holds for 𝑋 : the
details are left to the reader.

(ii) Let 𝑋 be an ∞-category, and 𝑌 a simplicial set verifying the Grothendieck-Segal
condition; it follows easily from proposition 2.5.11 that every morphism 𝑋 → 𝑌 of simpli-
cial sets is an inner fibration (detail left to the reader).
(iii) For every simplicial set 𝑋 there exists an inner anodyne extension 𝑋 → 𝑋 ′ such

that𝑋 ′ is an∞-category. Indeed, by corollary 4.2.5(ii,iii), the unique morphism𝑋 → Δ0 is
the composition of an inner anodyne extension 𝑋 → 𝑋 ′ and an inner fibration 𝑋 ′ → Δ0,
so the assertion follows from (i).
(iv) In light of remark 2.3.8(i), it is easily seen that a morphism 𝑝 : 𝑋 → 𝑌 of sSet is an

inner fibration if and only if the same holds for 𝑝op : 𝑋 op → 𝑌 op.

Remark 6.1.3. (i) In the following we shall deal with simplicial sets of the form

Δ𝑛 × Δ𝑟

for some 𝑛, 𝑟 ∈ N, and with their simplicial subsets. Let us then note that Δ𝑛 × Δ𝑟 is the
nerve of the partially ordered set [𝑛] × [𝑟 ] (where the product is formed in the category
poSet : see §2.3.3); hence the𝑚-simplices of Δ𝑛 × Δ𝑟 are the non-decreasing maps

(∗) 𝜎 : [𝑚] → [𝑛] × [𝑟 ] 𝑗 ↦→ (𝑎 𝑗 , 𝑏 𝑗 )

for every 𝑚 ∈ N. Such a map 𝜎 is a non-degenerate simplex if and only if it is injective.
Moreover, 𝜎 induces a morphism 𝑁 (𝜎) : Δ𝑚 → Δ𝑛 × Δ𝑟 of simplicial sets, whose image
is the smallest simplicial subset Δ𝜎 of Δ𝑛 × Δ𝑟 containing 𝜎 . It is easily seen that the 𝑡-
simplices of Δ𝜎 are the non-decreasing maps [𝑡] → [𝑛]× [𝑟 ] whose image lies in the image
of 𝜎 , for every 𝑡 ∈ N (details left to the reader). Clearly, the image of 𝜎 is a totally ordered
subset of [𝑛] × [𝑚], so Δ𝜎 is isomorphic to Δ𝑝 for some 𝑝 ≤ 𝑚 (and with 𝑝 =𝑚 if and only
if 𝜎 is non-degenerate). Furthermore, there exists a unique isomorphism 𝜔 : Δ𝑝 ∼−→ Δ𝜎 ,
so we shall say that a simplicial subset Γ ⊂ Δ𝜎 is a face (resp. a horn, resp. an inner horn)
of Δ𝜎 if 𝜔−1 (Γ) is a face (resp. a horn, resp. an inner horn of Δ𝑝 : see §2.3.7); likewise, we
define the boundary 𝜕Δ𝜎 of Δ𝜎 as the unique simplicial subset such that𝜔−1 (𝜕Δ𝜎 ) = 𝜕Δ𝑝 .

(ii) Recall that for every𝑚 ∈ N and 0 ≤ 𝑘 ≤ 𝑛, the𝑚-simplices of 𝜕Δ𝑛 (resp. of Λ𝑛
𝑘
)

are the non-decreasing maps [𝑚] → [𝑛] whose images miss some 𝑗 ∈ [𝑛] (resp. some
𝑗 ∈ [𝑛]\{𝑘}); then, the discussion of (i) implies that the𝑚-simplices ofΛ𝑛

𝑘
×Δ𝑟∪Δ𝑛×𝜕Δ𝑟 ⊂

Δ𝑛 × Δ𝑟 are the maps 𝜎 as in (∗), satisfying either one of the following conditions :
(C0) 𝑗 ∉ {𝑎0, . . . , 𝑎𝑚} for some 𝑗 ∈ [𝑛] \ {𝑘}
(C1) {𝑏0, . . . , 𝑏𝑚} ≠ [𝑟 ].
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(iii) The discussion of (i) also implies immediately that the simplicial subset Δ𝜎 is de-
termined by the (totally ordered) set Δ𝜎,0 of its objects (see definition 2.5.1(i)), which is
naturally identified with the image of 𝜎 . By the same token, for every pair of simplices
𝜎, 𝜎 ′ of Δ𝑛 × Δ𝑟 , the simplicial subset Δ𝜎 ∩ Δ𝜎 ′ is again of the form Δ𝜎 ′′ for a simplex 𝜎 ′′
whose set of objects is Δ𝜎,0 ∩ Δ𝜎 ′,0; especially, Δ𝜎 ∩ Δ𝜎 ′ is a face of both Δ𝜎 and Δ𝜎 ′ .

Proposition 6.1.4. (Joyal) The following four classes of morphisms of sSet are equal :
(a) the class inAn of inner anodyne extensions
(b) the saturation of the subset {Δ2 × 𝜕Δ𝑛 ∪ Λ2

1 × Δ𝑛 → Δ2 × Δ𝑛 | 𝑛 ∈ N}
(c) the saturation of the subset {Δ𝑛×𝜕Δ𝑟 ∪Λ𝑛

𝑘
×Δ𝑟 → Δ𝑛×Δ𝑟 | 𝑟 ∈ N, 𝑛 ≥ 2, 0 < 𝑘 < 𝑛}

(d) the saturation of the class {Δ2 × 𝐾 ∪ Λ2
1 × 𝐿 → Δ2 × 𝐿 | (𝐾 → 𝐿) ∈M }, where M

denotes the class of monomorphisms of sSet.

Proof. Obviously the class (b) lies in the class (d). For the converse, recall the functors
𝐹1 := Λ2

1 × (−) and 𝐹2 := Δ2 × (−) admit right adjoints (remark 1.7.8(ii)), so we may apply
proposition 3.1.21(iii) to 𝐹1 and 𝐹2, to the natural transformation 𝐹1 ⇒ 𝐹2 induced by the
inclusion Λ2

1 → Δ2, and to the set of monomorphisms S := {𝜕Δ𝑛 → Δ𝑛 | 𝑛 ∈ N}; we get
𝑙 (𝑟 (S ))♦ ⊂ 𝑙 ((𝑟 (S ♦)))

and notice also that 𝐹1𝐿 ∩ 𝐹2𝐾 = 𝐹1𝐾 for every monomorphism 𝐾 → 𝐿, so that

𝑗♦ = (Δ2 × 𝐾 ∪ Λ2
1 × 𝐿 → Δ2 × 𝐿) ∀(𝐾 → 𝐿) ∈M .

Hence, 𝑙 (𝑟 (S ))♦ is the class (d) (example 4.4.2(ii)) and 𝑙 ((𝑟 (S ♦))) is the class (b), which
shows that the classes (b) and (d) coincide.
• Next, let us check that the class (a) lies in the class (d). To this aim, for every 𝑛 ≥ 2

and 𝑘 = 1, . . . , 𝑛 − 1 we consider the morphisms of 𝚫 :

[𝑛]
𝑠𝑛
𝑘−→ [2] × [𝑛]

𝑟𝑛
𝑘−−→ [𝑛]

such that :

𝑠𝑛
𝑘
( 𝑗) :=


(0, 𝑗) if 𝑗 < 𝑘
(1, 𝑗) if 𝑗 = 𝑘
(2, 𝑗) if 𝑗 > 𝑘

𝑟𝑛
𝑘
(𝑖, 𝑗) :=


min( 𝑗, 𝑘) if 𝑖 = 0
𝑘 if 𝑖 = 1
max( 𝑗, 𝑘) if 𝑖 = 2.

Clearly 𝑟𝑛
𝑘
◦ 𝑠𝑛

𝑘
= 1[𝑛] for every such 𝑛 and 𝑘 , and we denote by the same letters the

associated morphisms of sSet :

Δ𝑛
𝑠𝑛
𝑘−→ Δ2 × Δ𝑛

𝑟𝑛
𝑘−−→ Δ𝑛 .

Claim 6.1.5. We have a commutative diagram of sSet :

Λ𝑛
𝑘

��

𝑠 // Δ2 × Λ𝑛
𝑘
∪ Λ2

1 × Δ𝑛

𝑖
��

𝑟 // Λ𝑛
𝑘

��
Δ𝑛

𝑠𝑛
𝑘 // Δ2 × Δ𝑛

𝑟𝑛
𝑘 // Δ𝑛

whose vertical arrows are the natural inclusions.
Proof : Recall that for every𝑚 ∈ N, the𝑚-simplices of Λ𝑛

𝑘
are the non-decreasing maps

𝜙 : [𝑚] → [𝑛] whose images miss some 𝑗 ≠ 𝑘 , in which case Im(𝑠𝑛
𝑘
◦𝜙) ∩ ([2] × { 𝑗}) = ∅,

so 𝑠𝑛
𝑘
◦𝜙 fulfills condition (C1) of remark 6.1.3(ii), and then the image of the restriction of

𝑠𝑛
𝑘
to Λ𝑛

𝑘
lies in Δ2 × Λ𝑛

𝑘
∪ Λ2

1 × Δ𝑛 , i.e. 𝑠 is well defined.
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Next, in order to check that 𝑟 is well defined, we need to show that for every𝜓 : [𝑚] →
[2] × [𝑛] verifying either (C0) or (C1) of remark 6.1.3(ii), the map 𝑟𝑛

𝑘
◦𝜓 skips some 𝑗 ≠ 𝑘 .

Now, if Im(𝜓 ) ∩ ([2] × { 𝑗}) = ∅ for some 𝑗 ≠ 𝑘 , then it is easily seen that 𝑟𝑛
𝑘
◦𝜓 skips 𝑗 .

Lastly, if Im(𝜓 ) ∩ ({2} × [𝑛]) = ∅ (resp. if Im(𝜓 ) ∩ ({0} × [𝑛]) = ∅), then the image of
𝑟𝑛
𝑘
◦𝜓 lies in [𝑘] (resp. in [𝑛] \ [𝑘 − 1]), whence the assertion. 3

The monomorphism 𝑖 of claim 6.1.5 lies in the class (c), so the inclusion Λ𝑛
𝑘
→ Δ𝑛 is a

retract of an element of the class (d), hence the class (a) lies in the class (c), as stated.
• Lastly, obviously the class (b) lies in the class (c); to conclude, we check that the class

(c) lies in the class (a), following the argument of [5, Lemma A.1]; indeed, set𝑌 := Δ𝑛×Δ𝑟
and 𝑌 0 := Λ𝑛

𝑘
× Δ𝑟 ∪ Δ𝑛 × 𝜕Δ𝑟 . For every simplex 𝜎 of 𝑌 and every (𝑎, 𝑏) ∈ [𝑛] × [𝑟 ], we

shall say that 𝜎 meets (𝑎, 𝑏) if (𝑎, 𝑏) is an object of the associated simplicial subset Δ𝜎 (i.e.
if (𝑎, 𝑏) lies in the image of the map 𝜎 : see remark 6.1.3(i,iii)). For every 𝑖 = 1, . . . , 𝑟 + 1
we then define inductively 𝑌 𝑖 as the smallest simplicial subset of 𝑌 containing 𝑌 𝑖−1 and
all the simplices 𝜎 of 𝑌 meeting (𝑘, 𝑖 − 1). Notice that for every simplex of 𝑌 , either meets
(𝑘, 𝑗) or is a face of a simplex meeting (𝑘, 𝑗) for some 𝑗 ∈ [𝑟 ], so that 𝑌 𝑟+1 = 𝑌 .
• We are then reduced to showing that the inclusion 𝑌 𝑖 → 𝑌 𝑖+1 is an inner anodyne

extension for every 𝑖 = 0, . . . , 𝑟 ; to this aim we let 𝑌 𝑖 ⟨𝑛 − 1⟩ := 𝑌 𝑖 , and for every 𝑡 =

𝑛, . . . , 𝑛+𝑟 we define inductively 𝑌 𝑖 ⟨𝑡⟩ as the smallest simplicial subset of 𝑌 𝑖+1 containing
𝑌 𝑖 ⟨𝑡 − 1⟩ and every non-degenerate 𝑡-simplex of 𝑌 meeting (𝑘, 𝑖).

Notice that for 𝑚 ≤ 𝑛 − 1, every 𝑚-simplex of 𝑌 meeting (𝑘, 𝑖) lies in 𝑌 0, since it
satisfies condition (C0) of remark 6.1.3(ii); moreover, for𝑚 > 𝑛 + 𝑟 , every𝑚-simplex of 𝑌
is degenerate, and then it is easily seen that every𝑚-simplex of 𝑌 𝑖+1 lies already in 𝑌 𝑖 ⟨𝑡⟩
for some 𝑡 ≤ 𝑛 + 𝑟 ; i.e. 𝑌 𝑖+1 = 𝑌 𝑖 ⟨𝑛 + 𝑟 ⟩. Now, for every 𝑡 = 𝑛, . . . , 𝑛 + 𝑟 , let Σ𝑡 be the
set of non-degenerate 𝑡-simplices of 𝑌 𝑖+1 meeting (𝑘, 𝑖) and not contained in 𝑌 𝑖 ⟨𝑡 − 1⟩.
For every 𝜎 ∈ Σ𝑡 , let Δ𝜎 ⊂ 𝑌 𝑖 ⟨𝑡⟩ be the smallest simplicial subset containing 𝜎 , and set
Λ𝜎 := Δ𝜎 ∩ 𝑌 𝑖 ⟨𝑡 − 1⟩; by remark 6.1.3(i), Δ𝜎 is isomorphic to Δ𝑡 . We are further reduced
to proving that the inclusion 𝑌 𝑖 ⟨𝑡 − 1⟩ → 𝑌 𝑖 ⟨𝑡⟩ is an inner anodyne extension for every
𝑡 = 𝑛, . . . , 𝑛+𝑟 . The latter is a consequence of lemma 3.1.8 and the following more precise:

Claim 6.1.6. For every 𝑡 = 𝑛, . . . , 𝑛 + 𝑟 , the following holds :
(i) Λ𝜎 is an inner horn of Δ𝜎 , for every 𝜎 ∈ Σ𝑡 .
(ii) The induced commutative diagram :⊔

𝜎∈Σ𝑡 Λ𝜎
//

��

𝑌 𝑖 ⟨𝑡 − 1⟩

��⊔
𝜎∈Σ𝑡 Δ𝜎

// 𝑌 𝑖 ⟨𝑡⟩

is cartesian and cocartesian in sSet.

Proof : (i): By construction 𝜎 is not a simplex of𝑌 𝑖 ⟨𝑡−1⟩, soΛ𝜎 ⊂ 𝜕Δ𝜎 (notation of remark
6.1.3(i)). Moreover, by assumption we have 𝜎 ( 𝑗) = (𝑘, 𝑖) for some 𝑗 ∈ [𝑛]; however, if
either 𝑗 = 0 or 𝑗 = 𝑛, then clearly 𝜎 fulfills condition (C0) of remark 6.1.3(ii), so 𝜎 ∈ 𝑌 0,
a contradiction. Let then 𝑙 ∈ [𝑛] \ { 𝑗}; the 𝑙-th (𝑡 − 1)-dimensional face of Δ𝜎 is the
simplicial subset Δ𝜏 , for the non-decreasing map 𝜏 : [𝑡 − 1] → [𝑛] × [𝑟 ] whose image
is 𝜎 ( [𝑛] \ {𝑙}). Hence, 𝜏 meets (𝑘, 𝑖), so that 𝜏 ∈ 𝑌 𝑖 ⟨𝑡 − 1⟩; this shows that Λ𝜎 contains
the 𝑗-th horn of Δ𝜎 . Lastly, let 𝜈 : [𝑡 − 1] → [𝑛] × [𝑟 ] be the non-decreasing map whose
image is 𝜎 ( [𝑛] \ { 𝑗}); to conclude, it suffices to check that 𝜈 is not a simplex of Λ𝜎 .
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To this aim, say that 𝜈 ( 𝑗 − 1) = 𝜎 ( 𝑗 − 1) = (𝑎, 𝑏); then 𝑎 ≤ 𝑘 , and in case 𝑎 = 𝑘 we
must have 𝑏 < 𝑖 , so that 𝜎 is a simplex of 𝑌 𝑖 , a contradiction. Hence, 𝑎 < 𝑘 , and in case
𝑎 < 𝑘 − 1, we see that 𝜎 fulfills condition (C0) of remark 6.1.3(ii), so 𝜎 would be a simplex
of 𝑌 0, again a contradiction. So, finally 𝑎 = 𝑘 − 1; now, if we had 𝑏 < 𝑖 , then 𝜎 would be a
face of the (𝑡 + 1)-simplex 𝜎 ′ of 𝑌 such that

𝜎 ′ (𝑖) :=


𝜎 (𝑖) if 𝑖 = 0, . . . , 𝑗 − 1
(𝑘,𝑏) if 𝑖 = 𝑗

𝜎 (𝑖 − 1) if 𝑖 = 𝑗 + 1, . . . , 𝑡 + 1.

But 𝜎 ′ is a simplex of𝑌𝑏+1 ⊂ 𝑌 𝑖 , and therefore the same would hold for 𝜎 , a contradiction.
So, we see that 𝜈 ( 𝑗 − 1) = (𝑘 − 1, 𝑖); since 𝜎 does not verify condition (C1) of remark

6.1.3(ii), it then follows immediately that neither does 𝜈 . Moreover, since 𝜎 does not fulfill
condition (C0), it is clear that neither does 𝜈 , so 𝜈 is not a simplex of 𝑌 0.

Now, suppose that 𝜈 is a simplex of𝑌 𝑖 ; this comes down to asserting that 𝜈 is a simplex
of a simplicial subset Δ𝜏 , for some simplex 𝜏 of 𝑌 that meets some pair (𝑘, 𝑙) with 𝑙 < 𝑖 .
But 𝜈 cannot be a simplex of any such Δ𝜏 , since we have neither (𝑘 − 1, 𝑖) < (𝑘, 𝑙) nor
(𝑘, 𝑙) < (𝑘−1, 𝑖). So, 𝜈 is not a simplex of𝑌 𝑖 . Lastly, suppose that 𝜈 is a simplex of𝑌 𝑖 ⟨𝑡−1⟩;
since 𝜈 is not a simplex of 𝑌 𝑖 , it follows that 𝜈 is a simplex of Δ𝜏 , for some 𝑠-simplex 𝜏
that meets (𝑘, 𝑖), with 𝑠 < 𝑡 . But since 𝜈 is a non-degenerate (𝑡 −1)-simplex of 𝑌 , it would
follow that 𝑠 = 𝑡 − 1 and 𝜏 = 𝜈 ; but this is absurd, since 𝜈 does not meet (𝑘, 𝑖). So 𝜈 does
not lie in 𝑌 𝑖 ⟨𝑡 − 1⟩, and the proof is concluded.

(ii): The diagram is cartesian by construction; the cocartesianity assertion comes down
to checking the identities :

𝑌 𝑖 ⟨𝑡⟩𝑝 = 𝑌 𝑖 ⟨𝑡 − 1⟩𝑝 ⊔
⊔
𝜎∈Σ𝑡 (Δ𝜎,𝑝 \ Λ𝜎,𝑝 ) ∀𝑝 ∈ N.

Thus, consider a 𝑝-simplex 𝜏 of𝑌 𝑖 ⟨𝑡⟩ that does not lie in𝑌 𝑖 ⟨𝑡−1⟩; by construction, 𝜏 must
be a 𝑝-simplex of Δ𝜎 , for some non-degenerate 𝑡-simplex 𝜎 that meets (𝑘, 𝑖). Moreover,
𝜎 cannot lie in 𝑌 𝑖 ⟨𝑡 − 1⟩, since 𝜏 ∉ 𝑌 𝑖 ⟨𝑡 − 1⟩𝑝 , so 𝜎 ∈ Σ𝑡 , and then clearly 𝜏 ∈ Δ𝜎,𝑝 \ Λ𝜎,𝑝 .
We still need to check that 𝜎 is the unique element of Σ𝑡 such that 𝜏 ∈ Δ𝜎,𝑝 ; so, suppose
that 𝜏 ∈ Δ𝜎 ′,𝑝 for some other 𝜎 ′ ∈ Σ𝑡 . Then 𝜏 is a simplex of Δ𝜎 ∩ Δ𝜎 ′ , and the latter is of
the form Δ𝜎 ′′ for some 𝑠-simplex 𝜎 ′′ of 𝑌 , where 𝑠 < 𝑡 (see remark 6.1.3(iii)); moreover,
since both 𝜎 and 𝜎 ′ meet (𝑘, 𝑖), the same holds for 𝜎 ′′, and then Δ𝜎 ′′ ⊂ 𝑌 𝑖 ⟨𝑠⟩ ⊂ 𝑌 𝑖 ⟨𝑡 − 1⟩,
so 𝜏 ∈ 𝑌 𝑖 ⟨𝑡 − 1⟩𝑝 , a contradiction. □

Corollary 6.1.7. (i) For every inner anodyne extension 𝐾 → 𝐿 and every monomorphism
𝑈 → 𝑉 , the induced morphism 𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 is an inner anodyne extension.

(ii) For every simplicial set𝑋 , the functor (−) ×𝑋 : sSet→ sSet preserves inner anodyne
extensions.

Proof. (i): Let us consider first the case where 𝐾 → 𝐿 is the inclusion Λ𝑛
𝑘
→ Δ𝑛 for a

given 𝑛 ∈ N and 0 < 𝑘 < 𝑛. To this aim, notice that the functors 𝐹𝑛
𝑘
:= Λ𝑛

𝑘
× (−) and𝐺𝑛 :=

Δ𝑛 × (−) admit right adjoints (remark 1.7.8(ii)), so we may apply proposition 3.1.21(iii) to
𝐹𝑛
𝑘
and𝐺𝑛 , to the natural transformation 𝐹𝑛

𝑘
⇒ 𝐺𝑛 the induced by the inclusionΛ𝑛

𝑘
→ Δ𝑛 ,

and to the cellular model S := {𝜕Δ𝑟 → Δ𝑟 | 𝑟 ∈ N}; we get :
M ♦ ⊂ 𝑙 (𝑟 (S ♦))

where M is the class of monomorphisms of sSet. Notice also that 𝐹𝑛
𝑘
𝑌 ∩𝐺𝑛𝑋 = 𝐹𝑛

𝑘
𝑋 for

every monomorphism 𝑖 : 𝑋 → 𝑌 of sSet, whence :

𝑖♦ = (Λ𝑛
𝑘
× 𝑌 ∪ Δ𝑛 × 𝑋 → Δ𝑛 × 𝑌 ).
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It then suffices to notice that S ♦ ⊂ inAn, by proposition 6.1.4.
Next, we fix a monomorphism 𝑖 : 𝑈 → 𝑉 of sSet, and we apply again proposition

3.1.21(iii) to the functors 𝐹 := (−) × 𝑈 and 𝐺 := (−) × 𝑉 , to the natural transformation
𝐹 ⇒ 𝐺 induced by 𝑖 , and to the set I := {Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 2, 𝑘 = 1, . . . , 𝑛 − 1}; we get :

inAn♦ ⊂ 𝑙 (𝑟 (T ♦)) .

Again, we have 𝐹𝐿 ∩ 𝐺𝐾 = 𝐹𝐾 for every monomorphism 𝐾 → 𝐿, so we are reduced to
checking that T ♦ ⊂ inAn. The latter is already known, by the foregoing case.

(ii): It suffices to apply (i) to𝑈 := ∅ and 𝑉 := 𝑋 . □

Corollary 6.1.8. Let 𝑝 : 𝑋 → 𝑌 be a morphism of sSet. The following conditions are
equivalent :

(a) 𝑝 is an inner fibration.

(b) Every inner anodyne extension 𝑖 : 𝐾 → 𝐿 induces a trivial fibration of sSet :

H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 ).

(c) The restriction along the inclusion Λ2
1 → Δ2 induces a trivial fibration of sSet :

H𝑜𝑚(Δ2, 𝑋 ) →H𝑜𝑚(Λ2
1, 𝑋 ) ×H𝑜𝑚 (Λ2

1,𝑌 ) H𝑜𝑚(Δ2, 𝑌 ).

(d) Every monomorphism 𝑖 : 𝐾 → 𝐿 induces an inner fibration :

(𝑖∗, 𝑝∗) : H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 ).

Proof. Assertions (b) and (c) refer of course to the trivial fibrations for the Kan-Quillen
model category structure. For the proof, one argues as in the proof of corollary 5.1.12(i),
except that instead of invoking proposition 5.1.11, one applies proposition 6.1.4 and corol-
lary 6.1.7 : the details shall be left to the reader. □

Corollary 6.1.9. A simplicial set 𝑋 is an∞-category if and only if the inclusion Λ2
1 → Δ2

induces a trivial fibration :

H𝑜𝑚(Δ2, 𝑋 ) →H𝑜𝑚(Λ2
1, 𝑋 ).

Proof. Again, we refer here to the trivial fibrations for the Kan-Quillen model category.
In view of example 6.1.2(i), the assertion is then a special case of corollary 6.1.8. □

With the terminology of definition 2.5.1, the following corollary can be interpreted as
stating, in particular, that the functors between two∞-categories form an∞-category.

Corollary 6.1.10. For every ∞-category 𝑋 and every simplicial set 𝐴, the simplicial set
H𝑜𝑚(𝐴,𝑋 ) is an∞-category.

Proof. It suffices to apply condition (d) of corollary 6.1.8 to the monomorphism ∅ → 𝐴

and the inner fibration 𝑋 → Δ0 (see example 6.1.2(i)), and notice that H𝑜𝑚(∅, 𝑋 ) =
H𝑜𝑚(∅,Δ0) = H𝑜𝑚(𝐴,Δ0) = Δ0. □

Proposition 6.1.11. (i) The left adjoint 𝜏 : sSet → Cat of the nerve functor sends inner
anodyne extensions to isomorphisms of categories (see §2.3.3).

(ii) The functor 𝜏 preserves finite products.
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Proof. (i): Let F be the class of morphisms 𝑓 of sSet such that 𝜏 (𝑓 ) is an isomorphism of
Cat; since the functor 𝜏 commutes with all representable colimits ([13, Prop.2.49(ii)]), F
is saturated (remark 3.1.4(iii) and lemma 3.1.5), hence it suffices to check that the inner
horn inclusion 𝑗𝑛

𝑘
: Λ𝑛

𝑘
→ Δ𝑛 lies in F , for every 𝑛 ≥ 2 and every 𝑘 = 1, . . . , 𝑛. For

the latter, by Yoneda’s lemma (theorem 1.6.5(iii)) it suffices to show that composition
with 𝜏 ( 𝑗𝑛

𝑘
) induces a bijection Cat(𝜏Δ𝑛,C ) ∼−→ Cat(𝜏Λ𝑛

𝑘
,C ), for every small category

C . By adjunction, we are further reduced to checking that composition with 𝑗𝑛
𝑘
induces

a bijection sSet(Δ𝑛, 𝑁C ) ∼−→ sSet(Λ𝑛
𝑘
, 𝑁C ) for every such C ; the latter follows from

propositions 2.5.10 and 2.5.11.
(ii): Let𝑋,𝑌 ∈ Ob(sSet), and pick inner anodyne extensions𝑋 → 𝑋 ′ and𝑌 → 𝑌 ′ such

that𝑋 ′ and𝑌 ′ are∞-categories (example 6.1.2(iii)). We see from corollary 6.1.7(ii) that the
induced morphism 𝑋 ×𝑌 → 𝑋 ′ ×𝑌 ′ is again an inner anodyne extension, and by (i), the
induced functors 𝜏𝑋 → 𝜏𝑋 ′, 𝜏𝑌 → 𝜏𝑌 ′ and 𝜏 (𝑋×𝑌 ) → 𝜏 (𝑋 ′×𝑌 ′) are then isomorphisms
of categories. On the other hand, the canonical projections 𝑋 ′ ← 𝑋 ′ × 𝑌 ′ → 𝑌 ′ induce
an isomorphism 𝜏 (𝑋 ′ × 𝑌 ′) ∼−→ 𝜏𝑋 ′ × 𝜏𝑌 ′ (remark 2.6.14(ii)), whence the assertion. □

6.2. The Joyal model category structure. Their name notwithstanding, inner ano-
dyne extensions do not form a class of 𝐼 -anodyne extensions for some exact cylinder 𝐼 .
In order to fit into the general framework of §4.5, our next task is to exhibit a suitable
exact cylinder 𝐼 on sSet, so that we may then consider the smallest class of 𝐼 -anodyne
extensions containing all inner anodyne extensions; this is achieved by the following :

Definition 6.2.1. (i) Let 𝑓 : 0 → 1 be the unique non-degenerate simplex of Δ1 (given
by the identity map of [1]). With the notation of §2.5.13, we define

𝐽 := Δ1 [𝑓 −1]
and let 𝜋 𝐽 : 𝐽 → Δ0 be the unique morphism of sSet. The localization 𝜇 : Δ1 → 𝐽 is a
monomorphism, as it is an anodyne extension (see example 5.1.3); hence the same holds
for the composition

(𝜕 𝐽0 , 𝜕
𝐽

1 ) : Δ
0 ⊔ Δ0 (𝜕0,𝜕1 )−−−−−→ Δ1 𝜇

−→ 𝐽

and then the datum (𝐽 , 𝜕 𝐽0 , 𝜕
𝐽

1 , 𝜋
𝐽 ) is a cylinder of the final object Δ0 of sSet. By example

4.4.5(i), this datum induces an exact cartesian cylinder (𝐼 , 𝜕𝐼0, 𝜕𝐼1, 𝜋 𝐼 ) on sSet, where 𝐼 is
given by the functor 𝐽 × (−) : sSet→ sSet.

(ii) Just as in §5.1, we shall denote by {𝜀} ⊂ 𝐽 the image of 𝜕 𝐽1−𝜀 , for 𝜀 = 0, 1, and
{𝜀} × 𝑋 ⊂ 𝐽 × 𝑋 shall denote the image of 𝜕 𝐽1−𝜀 × 𝑋 , for every 𝑋 ∈ Ob(sSet).
(iii) The class of categorical anodyne extensions

cAn ⊂ Mor(sSet)
is the smallest class of 𝐽 -anodyne extensions containing inAn (see definition 6.1.1(i)).

(iv) Aweak categorical equivalence in sSet is a 𝐽 ×(−)-weak equivalence (see definition
4.5.4(iv)). A 𝐽 -fibration is a morphism of sSet that lies in 𝑟 (cAn). A simplicial set 𝑋 is 𝐽 -
fibrant if the unique morphism 𝑋 → Δ0 is a 𝐽 -fibration.

Remark 6.2.2. (i) Clearly, a 1-simplex Δ1 → 𝑋 is an invertible arrow of 𝑋 if and only if it
factors through the localization Δ1 → 𝐽 and a morphism 𝐽 → 𝑋 .

(ii) It follows easily from (i) that a morphism of sSet is conservative (see definition
2.5.4(iv)) if and only if it has the right lifting property relative to the localization Δ1 → 𝐽 .
Especially, every trivial fibration (for the Kan-Quillen model structure) is conservative.
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(iii) By proposition 2.5.15, the category 𝜏 𝐽 is the localization of [1] that inverts −→01, i.e.
Ob(𝜏 𝐽 ) = {0, 1} and Mor(𝜏 𝐽 )= {10, 11,

−→01 :0→1,−→10 :1→0} (so −→10 is the inverse of −→01).

Proposition 6.2.3. (i) Let 𝑀 := {𝐽 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → 𝐽 × Δ𝑛 | 𝑛 ∈ N, 𝜀 = 0, 1} and
𝑆 := {Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 2, 0 < 𝑘 < 𝑛}. Then :

cAn = 𝑙 (𝑟 (𝑀 ∪ 𝑆)) .

(ii) For every categorical anodyne extension (𝐾 → 𝐿) and every monomorphism𝑈 → 𝑉 ,
the induced morphism 𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 is a categorical anodyne extension.

(iii) inAn ⊂ cAn ⊂ sAn.

(iv) The classes of inner fibrations and of 𝐽 -fibrations are stable under small filtered
colimits. Especially, the class of∞-categories is stable under small filtered colimits in sSet.

Proof. (i): Set as well M := {𝜕Δ𝑛 → Δ𝑛 | 𝑛 ∈ N}; with the notation of §4.4.8, we then
have 𝑀 ∪ 𝑆 = Λ0

𝐼
(𝑆,M ), and in view of proposition 4.4.9, we are reduced to checking

that An𝐼 (𝑆) = 𝑙 (𝑟 (Λ0
𝐼
(𝑆,M ))), where (𝐼 , 𝜕𝐼0, 𝜕𝐼1, 𝜋 𝐼 ) is the cartesian cylinder induced by

(𝐽 , 𝜕 𝐽0 , 𝜕
𝐽

1 , 𝜋
𝐽 ). By corollary 4.4.10, it then suffices to show that (𝐼𝐾 ∪ 𝜕𝐼 ⊗ 𝐿 → 𝐼𝐿) ∈

𝑙 (𝑟 (Λ0
𝐼
(𝑆,M ))) for every (𝐾 → 𝐿) ∈ 𝑆 . But since inAn = 𝑙 (𝑟 (𝑆)) ⊂ 𝑙 (𝑟 (Λ0

𝐼
(𝑆,M ))), the

latter follows from corollary 6.1.7(i).
(ii): We consider first the case where 𝑈 = 𝜕Δ𝑟 and 𝑉 = Δ𝑟 for some 𝑟 ∈ N; since the

functors (−) × 𝜕Δ𝑟 , (−) ×Δ𝑟 : sSet⇒ sSet admit right adjoints (remark 1.7.8(ii)), we may
apply proposition 3.1.21(iii) to the natural transformation 𝜕Δ𝑟×(−) ⇒ Δ𝑟×(−) induced by
the inclusion 𝜕Δ𝑟 → Δ𝑟 , and to the setS := 𝑀∪𝑆 . Notice also that (𝐾×Δ𝑟 )∩ (𝐿×𝜕Δ𝑟 ) =
𝐾 × 𝜕Δ𝑟 for every monomorphism 𝑗 : 𝐾 → 𝐿, so that 𝑗♦ is the induced monomorphism
𝐾 × Δ𝑟 ∪ 𝐿 × 𝜕Δ𝑟 → 𝐿 × Δ𝑟 , for every such 𝑗 ; in light of (i), we get :

cAn♦ ⊂ 𝑙 (𝑟 (𝑀♦ ∪ 𝑆♦)).

However, every element of 𝑆♦ is an inner anodyne extension, by virtue of corollary 6.1.7(i),
so we are reduced to checking that 𝑀♦ ⊂ cAn. However, if 𝑗 is the inclusion 𝐽 × 𝜕Δ𝑛 ∪
{𝜀} × Δ𝑛 → 𝐽 × Δ𝑛 for some 𝑛 ∈ N and 𝜀 ∈ {0, 1}, then 𝑗♦ is the inclusion :

𝐽 × (Δ𝑟 × 𝜕Δ𝑛 ∪ 𝜕Δ𝑟 × Δ𝑛) ∪ {𝜀} × (Δ𝑟 × Δ𝑛) → 𝐽 × (Δ𝑟 × Δ𝑛)

which is indeed a categorical anodyne extension, as required.
Next, we fix a categorical anodyne extension𝐾 → 𝐿 andwe apply proposition 3.1.21(iii)

to the induced natural transformation 𝐾 × (−) ⇒ 𝐿 × (−), and with S := M ; recalling
that 𝑙 (𝑟 (M )) is the class I of monomorphisms of sSet (remark 5.1.1), we then get :

I ♦ ⊂ 𝑙 (𝑟 (M ♦)) .

But we have just seen that M ♦ ⊂ cAn, so finally I ♦ ⊂ cAn, as stated.
(iii): The first inclusion holds by definition; for the second inclusion, in light of (i) it

suffices to check that𝑀 ⊂ sAn. By virtue of proposition 5.1.11(i), we are then reduced to
checking that the inclusion 𝑗𝜀 : {𝜀} → 𝐽 is an anodyne extension, for 𝜀 = 0, 1; however,
𝑗𝜀 is the composition of the anodyne extension 𝑑1−𝜀1 : Δ0 → Δ1 with the localization
Δ1 → 𝐽 , and we have already observed that the latter is an anodyne extension as well,
whence the contention.

(iv) follows directly from (i) and example 3.1.14(iv). □
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Corollary 6.2.4. Amorphism 𝑝 : 𝑋 → 𝑌 of sSet is a 𝐽 -fibration if and only if the following
two conditions hold :

(a) For 𝜀 = 0, 1, the morphism 𝜕
𝐽
𝜀 : Δ0 → 𝐽 induces a trivial fibration of sSet :

(𝜕 𝐽 ∗𝜀 , 𝑝∗) : H𝑜𝑚(𝐽 , 𝑋 ) → 𝑋 ×𝑌 H𝑜𝑚(𝐽 , 𝑌 )
(b) The inclusion 𝑗 : Λ2

1 → Δ2 induces a trivial fibration of sSet :

( 𝑗∗, 𝑝∗) : H𝑜𝑚(Δ2, 𝑋 ) →H𝑜𝑚(Λ2
1, 𝑋 ) ×H𝑜𝑚 (Λ2

1,𝑌 ) H𝑜𝑚(Δ2, 𝑌 ).

Proof. As usual, (a) and (b) refer to the trivial fibrations for the Kan-Quillen model cate-
gory. Let𝑀 and 𝑆 be as in proposition 6.2.3(i); since 𝑟 (cAn) = 𝑟 (𝑙 (𝑟 (𝑀 ∪ 𝑆))) = 𝑟 (𝑀 ∪ 𝑆)
(proposition 3.1.9(iii)), we see that 𝑝 is a 𝐽 -fibration if and only if it has the right lifting
property with respect to 𝑀 and to the class of inner anodyne extensions. However, ar-
guing as in the proof of corollary 5.1.12(i) we see that 𝑝 ∈ 𝑟 (𝑀) ⇔ (a) holds, and on the
other hand we know already that 𝑝 ∈ 𝑟 (inAn) ⇔ (b) holds (corollary 6.1.8). □

Theorem 6.2.5. There exists a unique cofibrantly generated model category structure on
sSet whose weak equivalences are the weak categorical equivalences and whose cofibrations
are the monomorphisms. Every fibration for this model structure is a 𝐽 -fibration, the fibrant
objects are precisely the 𝐽 -fibrant ones, and the fibrations with fibrant target are precisely
the 𝐽 -fibrations between 𝐽 -fibrant objects. Moreover, every object is cofibrant, and every
categorical anodyne extension is a trivial cofibration.

We call this model category the Joyal model category structure on sSet.

Proof. Just as for theorem 5.1.10, this follows directly from theorem 4.5.14, applied to the
exact cylinder 𝐽 ×(−) on sSet, and the class of categorical anodyne extensions of sSet. □

Proposition 6.2.6. The nerve functor 𝑁 and its left adjoint 𝜏 form a Quillen adjunction

𝜏 : sSet⇄ Cat : 𝑁

for the Joyal model category structure on sSet and the canonical model category structure
on Cat (theorem 4.3.9).

Proof. It follows easily from lemma 2.3.4 that 𝜏 preserves cofibrations. Next, define the
subsets 𝑆 and𝑀 of Mor(sSet) as in proposition 6.2.3(i); by virtue of proposition 4.5.17, we
are reduced to checking that 𝜏 maps all the elements of𝑀∪𝑆 to equivalences of categories.
However, this is already known for the elements of 𝑆 , by proposition 6.1.11(i). Hence, for
𝜀 = 0, 1 and every 𝑛 ∈ N, consider the inclusion 𝑗𝜀,𝑛 : 𝐽 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 → 𝐽 × Δ𝑛 , and
notice that we have a cocartesian diagram of sSet :

D𝜀,𝑛 :

{𝜀} × 𝜕Δ𝑛 //

��

{𝜀} × Δ𝑛

��
𝐽 × 𝜕Δ𝑛 // 𝐽 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛 .

Since 𝜏 preserves all representable colimits ([13, Prop.2.49(ii)]) and finite products (propo-
sition 6.1.11(ii)), we deduce a cocartesian diagram of Cat :

𝜏D𝜀,𝑛 :

𝜏{𝜀} × 𝜏 (𝜕Δ𝑛) //

��

𝜏{𝜀} × [𝑛]

��
𝜏 𝐽 × 𝜏 (𝜕Δ𝑛) // 𝜏 (𝐽 × 𝜕Δ𝑛 ∪ {𝜀} × Δ𝑛)
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(recall that 𝜏Δ𝑛 = [𝑛], by §2.3.3). Now, if 𝑛 ≥ 3, the inclusion 𝜕Δ𝑛 → Δ𝑛 induces an
isomorphism 𝜏 (𝜕Δ𝑛) ∼−→ [𝑛] (proposition 2.5.8), so the top horizontal arrow of 𝜏D𝜀,𝑛 is
an isomorphism; then the same holds as well for the bottom horizontal arrow, and by the
same token, the same also holds for the functor obtained by applying 𝜏 to the inclusion
𝐽 × 𝜕Δ𝑛 → 𝐽 × Δ𝑛 . We conclude that 𝜏 ( 𝑗𝜀,𝑛) is an isomorphism of categories if 𝑛 ≥ 3.

Next, since 𝜕Δ0 = ∅ we see that if 𝑛 = 0, the left vertical arrow of D𝜀,0 is the unique
isomorphism ∅ ∼−→ ∅, so the right vertical arrow is an isomorphism as well; hence, the
same holds for the right vertical arrow of 𝜏D𝜀,0. Moreover, the inclusion 𝑖 : {𝜀} × Δ0 →
𝐽 × Δ0 induces an equivalence of categories 𝜏 (𝑖) : 𝜏 ({𝜀}) × [0] ∼−→ 𝜏 𝐽 × [0] (see remark
6.2.2(iii)), so finally 𝜏 ( 𝑗𝜀,0) is an equivalence for every 𝜀 ∈ {0, 1}.

If 𝑛 = 1, the diagram 𝜏D𝜀,1 becomes :

𝜏{𝜀} × ([0] ⊔ [0]) //

��

𝜏{𝜀} × [1]

��
𝜏 𝐽 × ([0] ⊔ [0]) // 𝜏 (𝐽 × 𝜕Δ1 ∪ {𝜀} × Δ1).

Hence, let 0, 1, 0′, 1′ be the four objects of𝜏 𝐽×[1]; its subcategory 𝜏 𝐽×([0]⊔[0]) consists of
the isomorphisms 𝑓0 : 0 ∼−→ 0′, 𝑓1 : 1 ∼−→ 1′ and their inverses (and of course, the identities
of the four objects). Likewise, the subcategory 𝜏{0} × [1] (resp. 𝜏{1} × [1]) consists of
the morphism −→01 : 0→ 1 (resp.

−−→
0′1′ : 0′ → 1′) and the identities of the two objects 0 and

1 (resp. 0′ and 1′). Then, the datum of a functor 𝐹 : 𝜏 (𝐽 × 𝜕Δ1 ∪ {0} × Δ1) → C is the
same as that of four objects 𝑎, 𝑏, 𝑎′, 𝑏′ of C , of isomorphisms 𝑎 ∼−→ 𝑎′, 𝑏 ∼−→ 𝑏′, and of a
morphism 𝑎 → 𝑏. But it is easily seen that the same datum determines a unique functor
𝐺 : 𝜏 𝐽 × [1] → C , such that 𝐹 = 𝐺 ◦ 𝜏 ( 𝑗0,1); this shows that 𝜏 ( 𝑗0,1) is an isomorphism of
categories, and the same argument applies to 𝜏 ( 𝑗1,1) as well.

Lastly, we consider the case where𝑛 = 2. To this aim, let 𝑖 : 𝜕Δ2 → Δ2 be the inclusion,
and notice the cocartesian diagram of sSet :

𝜕Δ{0,2} //

��

Δ{0,2}

��
Λ2
1

// 𝜕Δ2.

After applying termwise the functor 𝜏 , we obtain a cocartesian diagram of Cat, and recall
that 𝜏Λ2

1 = [2] (remark 2.5.12). Hence, the datum of a functor 𝐹 : 𝜏 (𝜕Δ2) → C amounts
to that of three objects 𝑎, 𝑏, 𝑐 of C and three morphisms 𝛼 : 𝑎 → 𝑏, 𝛽 : 𝑏 → 𝑐 , 𝛾 : 𝑎 → 𝑐 ,
and 𝐹 factors through 𝜏 (𝑖) : 𝜏 (𝜕Δ2) → [2] if and only if 𝛾 = 𝛽 ◦ 𝛼 . Likewise, the datum
of a functor𝐺 : 𝜏 𝐽 × 𝜏 (𝜕Δ2) → C is the same as that of six objects 𝑎, 𝑏, 𝑐, 𝑎′, 𝑏′, 𝑐′ of C , of
isomorphisms 𝑎 ∼−→ 𝑎′, 𝑏 ∼−→ 𝑏′, 𝑐 ∼−→ 𝑐′, and of morphisms 𝛼, 𝛽,𝛾 as in the foregoing; then
𝐺 factors through 𝜏 ( 𝑗0,2) if and only if 𝛾 = 𝛽 ◦ 𝛼 . On the other hand, the cocartesianity
of 𝜏D0,2 shows that the datum of a functor 𝐻 : 𝜏 (𝐽 × 𝜕Δ2 ∪ {0} × [2]) → C is precisely
equivalent to that of a functor 𝜏 𝐽 × 𝜏 (𝜕Δ2) → C whose restriction to 𝜏{0} × 𝜏 (𝜕Δ2)
factors through 𝜏{0}× [2], i.e. with𝛾 = 𝛽 ◦𝛼 ; hence every such functor𝐻 factors uniquely
through 𝜏 ( 𝑗0,2), i.e. 𝜏 ( 𝑗0,2) is an isomorphism of categories, and the same argument applies
to 𝜏 ( 𝑗1,2) as well. □

Recall that the fibrations of the canonical model category structure on Cat are the
isofibrations between small categories. Proposition 6.2.6 then motivates the following :
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Definition 6.2.7. A morphism 𝑝 : 𝑋 → 𝑌 of simplicial sets is an isofibration, if it is an
inner fibration, and for every object 𝑥0 in 𝑋 and every invertible arrow 𝑔 : 𝑝 (𝑥0) → 𝑦1 in
𝑌 , there exists an invertible arrow 𝑓 : 𝑥0 → 𝑥1 in 𝑋 such that 𝑝 (𝑓 ) = 𝑔.

Remark 6.2.8. (i) In light of example 6.1.2(ii) and proposition 2.5.10, it is easily seen that
a functor 𝐹 : C → D between small categories is an isofibration if and only if its nerve
𝑁 (𝐹 ) : 𝑁C → 𝑁D is an isofibration of sSet.

(ii) Set 𝑆 := {Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ∈ N, 0 < 𝑘 < 𝑛}; then the class of isofibrations of sSet is

precisely 𝑟 (𝑆 ∪ {𝜕 𝐽1 }) (notation of definition 6.2.1(i,ii)). Taking into account propositions
6.2.3(i) and 3.1.9(iii), we deduce that every 𝐽 -fibration is an isofibration of sSet.
(iii) In the same vein, let 𝑌 be an ∞-groupoid; then an inner fibration 𝑋 → 𝑌 is an

isofibration if and only if it has the right lifting property relative to the inclusionΛ1
0 → Δ1.

Proposition 6.2.9. A morphism 𝑝 : 𝑋 → 𝑌 of ∞-categories is an isofibration if and only
if the same holds for the morphism 𝑝op : 𝑋 op → 𝑌 op.

Proof. We know already that the opposite of an ∞-category is an ∞-category (remark
2.6.4), and that 𝑝 is an inner fibration if and only if the same holds for 𝑝op (example
6.1.2(iv)). Hence, we may suppose that 𝑝 is an inner fibration, and that for every object
𝑥1 in 𝑋 and every invertible arrow 𝑔 : 𝑦0 → 𝑝 (𝑥1) in 𝑌 , there exists an invertible arrow
𝑓 : 𝑥0 → 𝑥1 in 𝑋 such that 𝑝 (𝑓 ) = 𝑔, and we need to deduce that 𝑝 is an isofibration.

So, let 𝑥0 be an object of 𝑋 , and 𝑔 : 𝑝 (𝑥0) → 𝑦1 an invertible arrow of 𝑌 ; pick a
left inverse 𝑔′ : 𝑦1 → 𝑝 (𝑥0) of 𝑔. By assumption, there exists an invertible arrow 𝑓 ′ :
𝑥1 → 𝑥0 of 𝑋 such that 𝑝 (𝑓 ′) = 𝑔′; pick a right inverse ℎ : 𝑥0 → 𝑥1 of 𝑓 ′. Then, by
corollary 2.6.13(ii), the classes of 𝑔 and 𝑝 (ℎ) coincide in the homotopy category ho(𝑌 )
(see theorem 2.6.12(i)), and therefore we have a 2-simplex 𝑐 : Δ2 → 𝑌 whose boundary is
the commuting triangle :

𝑦1
1𝑦1

""
𝑝 (𝑥0)

𝑝 (ℎ)
;;

𝑔 // 𝑦1.

Moreover, the composable pair 𝑥0
ℎ−→ 𝑥1

1𝑥1−−→ 𝑥1 defines a morphism 𝑏 : Λ2
1 → 𝑋 fitting

into a commutative square :

Λ2
1

𝑏 //

��

𝑋

𝑝

��
Δ2 𝑐 // 𝑌 .

Since 𝑝 is an inner fibration, the square admits a diagonal filler 𝑎 : Δ2 → 𝑋 ; then 𝑓 :=
𝑎 ◦ 𝜕21 : Δ1 → 𝑋 is an arrow 𝑥0 → 𝑥1 with 𝑝 (𝑓 ) = 𝑔. By construction we have [𝑓 ] = [ℎ] in
ho(𝑋 ), and [ℎ] is an isomorphism in ho(𝑋 ), since it is a right inverse of the isomorphism
[𝑓 ′] (corollary 2.6.13(ii)); so [𝑓 ] is an isomorphism of ho(𝑋 ), i.e. 𝑓 is invertible in 𝑋 . □

6.3. Left fibrations and right fibrations.

Definition 6.3.1. (i) The class of left (resp. right) anodyne extensions is the saturation in
sSet of the set {Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 0 ≤ 𝑘 < 𝑛} (resp. of {Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 0 < 𝑘 ≤ 𝑛}). We

denote this class by lAn (resp. rAn).
(ii) A left (resp. right) fibration is a morphism of sSet that has the right lifting property

with respect to the class of left (resp. right) anodyne extensions.
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Remark 6.3.2. In light of remark 2.3.8(i), it is clear that a morphism 𝑓 of sSet is a left
fibration if and only if its front-to-back dual 𝑓 op is a right fibration. Moreover, obviously
𝑓 is a Kan fibration if and only if it is both a left and a right fibration.

Proposition 6.3.3. Every monomorphism 𝐾 → 𝐿 and every left (resp. right) anodyne
extension 𝑋 → 𝑌 induce a left (resp. right) anodyne extension :

(∗) 𝑌 × 𝐾 ∪ 𝑋 × 𝐿 → 𝑌 × 𝐿.

Proof. Since front-to-back duality preserves monomorphisms, remark 6.3.2 reduces to
checking the assertion for the case of a left anodyne extension 𝑋 → 𝑌 . Now, the proof of
proposition 5.1.4 already shows that the assertion holds for every monomorphism𝐾 → 𝐿

and for every element 𝑋 → 𝑌 of S := {Λ𝑛
𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 0 ≤ 𝑘 < 𝑛}. On the other

hand, in light of remark 1.7.8(ii), we may apply proposition 3.1.21(iii) to the functors
𝐹1, 𝐹2 : sSet→ sSet with 𝐹1 := (−) × 𝐾 and 𝐹2 := (−) × 𝐿, and to the natural transforma-
tion 𝜏• : 𝐹1 ⇒ 𝐹2 induced by the inclusion 𝐾 → 𝐿, and notice that 𝐹1𝑌 ∩ 𝐹2𝑋 = 𝐹1𝑋 for
every monomorphism 𝑓 : 𝑋 → 𝑌 , so that 𝑓 ⋄ is precisely the inclusion (∗). We then get :

𝑙 (𝑟 (S ))⋄ ⊂ 𝑙 ((𝑟 (S ⋄))).
However, 𝑙 (𝑟 (S ⋄)) is the saturation of S ⋄ (corollary 4.1.9(iii)), and since S ⋄ consists
of left anodyne extensions, we deduce that the same holds for 𝑙 (𝑟 (S ))⋄ ; but 𝑙 (𝑟 (S )) is
precisely the class of left anodyne extensions, whence the assertion. □

Corollary 6.3.4. Let 𝑝 : 𝑋→𝑌 be a morphism of sSet. We have the equivalent conditions:
(a) 𝑝 is a left (resp. right) fibration.
(b) Every left (resp. right) anodyne extension 𝑖 : 𝐾 → 𝐿 induces a trivial fibration :

H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 ).

(c) The restriction along Δ0 𝜕10−→ Δ1 (resp. Δ0 𝜕11−→ Δ1) induces a trivial fibration of sSet :

H𝑜𝑚(Δ1, 𝑋 ) → 𝑋 ×𝑌 H𝑜𝑚(Δ1, 𝑌 ).
(d) Every monomorphism 𝑖 : 𝐾 → 𝐿 induces a left (resp. right) fibration :

H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 ).

Proof. One argues as in the proof of corollary 5.1.12(i), invoking proposition 6.3.3 and
proposition 5.1.4 : the details are left to the reader. □

Proposition 6.3.5. Let 𝑝 : 𝑋 → 𝑌 be a morphism of ∞-categories that is either a left or
right fibration. Then 𝑝 is a conservative isofibration (see definitions 2.5.4(iv) and 6.2.7).

Proof. Clearly a morphism of simplicial sets is conservative if and only if the same holds
for its front-to-back dual; combining with proposition 6.2.9 and remark 6.3.2, we are then
reduced to the case where 𝑝 is a left fibration.

Let us check first that 𝑝 is conservative. Indeed, let 𝑓 : 𝑥0 → 𝑥1 be an arrow of 𝑋 such
that 𝑝 (𝑓 ) : 𝑝 (𝑥0) → 𝑝 (𝑥1) is invertible in 𝑌 , and pick a 2-simplex 𝑐 : Δ2 → 𝑌 whose
boundary is the commuting triangle

𝑝 (𝑥1)
𝑔

%%
𝑝 (𝑥0)

𝑝 (𝑓 ) ::

1𝑝 (𝑥0 ) // 𝑝 (𝑥0) .
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Let also 𝑏 : Λ2
0 → 𝑋 be the morphism of sSet whose restriction to Δ{0,1} and Δ{0,2} are

respectively 𝑓 and 1𝑥0 : 𝑥0 → 𝑥0. By assumption, the commutative square

Λ2
0

𝑏 //

��

𝑋

𝑝

��
Δ2 𝑐 // 𝑌

admits a diagonal filler Δ2 → 𝑋 , whose boundary is a a commuting triangle :

𝑥1
ℎ

""
𝑥0

𝑓
<<

1𝑥0 // 𝑥0

Since 𝑝 (𝑓 ) is invertible in the∞-category𝑌 , the same holds for 𝑝 (ℎ), by virtue of corollary
2.6.13(ii). Thus, we can repeat the foregoing discussion with 𝑓 replaced by ℎ, to obtain
another commuting triangle :

𝑥0
𝑘

""
𝑥1

ℎ
<<

1𝑥1 // 𝑥1

and we deduce that ℎ is invertible. Since 𝑋 is an ∞-category, we may then invoke again
corollary 2.6.13(ii), to conclude that 𝑓 is invertible, as required.

Lastly, since 𝑝 is conservative and has the right lifting property with respect to the
inclusion 𝜕11 : Δ

0 → Δ1, it is easily seen that 𝑝 is an isofibration. □

6.3.6. Recall that to every 𝐾 ∈ Ob(sSet) we have attached in §2.4.8 an adjoint pair :

(− ↓ 𝐾) : sSet⇄ 𝐾/sSet : (−/𝐾).
Moreover, according to remark 2.4.13(ii,iii), every morphism 𝑖 : 𝐾 → 𝐿 of sSet induces
natural transformations

𝜏• : 𝑖 ! ◦ (− ↓ 𝐾) ⇒ (− ↓ 𝐿) and 𝜏∨• : (−/𝐿) ⇒ (−/𝐾) ◦ 𝑖!
where 𝑖 ! : 𝐾/sSet→ 𝐿/sSet is the left adjoint of the functor 𝑖! : 𝐿/sSet→ 𝐾/sSet.
• Let now 𝑖 : 𝐾 → 𝐿 be a monomorphism of sSet; we apply the discussion of §3.1.20

to the adjoint pairs of functors :

𝑖 ! ◦ (− ↓ 𝐾) : sSet⇄ 𝐿/sSet : (−/𝐾) ◦ 𝑖! and (− ↓ 𝐿) : sSet⇄ 𝐿/sSet : (−/𝐿)
and to the natural transformation 𝜏•. Hence, every morphism 𝑗 : 𝑈 → 𝑉 of sSet and
𝐿/𝑝 : (𝑋, 𝑡) → (𝑌, 𝑝 ◦ 𝑡) of 𝐿/sSet induces morphisms of 𝐿/sSet and respectively sSet :

𝑖 ! (𝑉 ↓ 𝐾) ⊔𝑖 ! (𝑈 ↓𝐾 ) (𝑈 ↓ 𝐿)
𝐿/𝑗 ⋄
−−−→ (𝑉 ↓ 𝐿) (𝑋/𝑡)

(𝐿/𝑝 )⋄−−−−−→ (𝑋/𝑡 ◦ 𝑖) ×(𝑌/𝑝◦𝑡◦𝑖 ) (𝑌/𝑝 ◦ 𝑡).
By inspecting the constructions, we see that 𝐿/ 𝑗 ⋄ is given by the commutative diagram

𝑈 ∗ 𝐿
𝑒

��

𝐿
𝑈 ↓𝐿oo

𝑉 ↓𝐿
��

(𝑉 ∗ 𝐾) ⊔(𝑈 ∗𝐾 ) (𝑈 ∗ 𝐿)
𝑗 ⋄ // 𝑉 ∗ 𝐿.

Moreover, by lemma 2.4.10(i), if also 𝑗 is a monomorphism, 𝑗 ⋄ is the monomorphism
𝑉 ∗𝐾 ∪𝑈 ∗ 𝐿 → 𝑉 ∗ 𝐿. Likewise, to ease notation, in this situation we shall usually write
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𝑋/𝐿 → 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿 to denote the morphism (𝐿/𝑝)⋄ . By proposition 3.1.21(i,ii), we
have then a natural bijection between commutative diagrams of the type :

D⋄ :

𝐿

𝑉 ↓𝐿
++

𝑡

!!

𝑒◦(𝑈 ↓𝐿)

''
𝑉 ∗ 𝐾 ∪𝑈 ∗ 𝐿 𝑎 //

𝑗 ⋄

��

𝑋

𝑝

��
𝑉 ∗ 𝐿 𝑏 // 𝑌

and D⋄ : 𝑈

𝑗

��

𝑎′ // 𝑋/𝐿
(𝐿/𝑝 )⋄
��

𝑉
𝑏′ // 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿.

Furthermore, this bijection extends to a natural bijections between the sets of diagonal
fillers 𝑉 ∗ 𝐿 → 𝑋 and 𝑉 → 𝑋/𝐿 for the corresponding commutative squares.

Remark 6.3.7. The previous natural bijection can also be rephrased as follows. For every
monomorphism 𝑗 : 𝑈 → 𝑉 of sSet and every morphism 𝑝 : 𝑋 → 𝑌 , we have a natural
bijection between commutative squares of the type

E⋄ :
𝑉 ∗ 𝐾 ∪𝑈 ∗ 𝐿 𝑎 //

𝑗 ⋄

��

𝑋

𝑝

��
𝑉 ∗ 𝐿 𝑏 // 𝑌

and pairs (E⋄, 𝑡) :
𝑈

𝑗

��

𝑎′ // 𝑋/𝐿
(𝐿/𝑝 )⋄
��

𝑉
𝑏′ // 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿

where E⋄ is the commutative square displayed on the right, and 𝑡 : 𝐿 → 𝑋 is a morphism
of sSet; namely, 𝑎 determines 𝑡 , so that E⋄ determines the pair (E⋄, 𝑡), and conversely,
from (E⋄, 𝑡) we deduce a commutative diagram D⋄ , from which we can extract E⋄ . Again,
this natural bijection extends to a bijection between the diagonal fillers for E⋄ and E⋄ .

Proposition 6.3.8. Let 𝑖 : 𝐾 → 𝐿 and 𝑗 : 𝑈 → 𝑉 be two monomorphisms of sSet, and let
𝑗 ⋄ : 𝑉 ∗ 𝐾 ∪𝑈 ∗ 𝐿 → 𝑉 ∗ 𝐿 be the morphism induced by 𝑖 and 𝑗 , as in §6.3.6; we have :

(i) If 𝑗 ∈ sAn (resp. if 𝑗 ∈ rAn), then 𝑗 ⋄ ∈ lAn (resp. 𝑗 ⋄ ∈ inAn).
(ii) If 𝑖 ∈ sAn (resp. if 𝑖 ∈ lAn), then 𝑗 ⋄ ∈ rAn (resp. 𝑗 ⋄ ∈ inAn).

Proof. Let us first remark :

Claim 6.3.9. For every 𝐴 ∈ Ob(sSet) and every subset S of Mor(𝐴/sSet), the class
𝑙 (𝑟 (S )) is the saturation of S .
Proof : Every object of 𝐴/sSet is small, by remark 4.1.2(ii) and corollary 4.2.5(i); then also
every morphism of 𝐴/sSet is small, and the claim follows from corollary 4.1.9(iii). 3

Let us now take 𝑖 : Λ𝑚
𝑘
→ Δ𝑚 and 𝑗 : 𝜕Δ𝑛 → Δ𝑛 to be the natural inclusions, for any

𝑛 ∈ N, any𝑚 ≥ 1, and 𝑘 = 0, . . . ,𝑚. Then 𝑗 ⋄ is the inclusion :
(∗) Δ𝑛 ∗ Λ𝑚

𝑘
∪ 𝜕Δ𝑛 ∗ Δ𝑚 = Λ𝑚+𝑛+1

𝑛+𝑘+1 → Δ𝑛 ∗ Δ𝑚 = Δ𝑚+𝑛+1

(lemma 2.4.10(ii)). Let us then apply proposition 3.1.21 to the same adjoint pairs as in
§6.3.6, and with S := {𝜕Δ𝑛 → Δ𝑛 | 𝑛 ∈ N}. The class 𝑙 (𝑟 (S )) is the class M of
monomorphisms of sSet (remark 5.1.1); on the other hand, from (∗)we getS ⋄ ⊂ Δ𝑚/rAn,
and even S ⋄ ⊂ Δ𝑚/inAn, in case 𝑘 < 𝑚, i.e. in case 𝑖 ∈ lAn. Moreover, both Δ𝑚/rAn and
Δ𝑚/inAn are saturated subclasses of Mor(Δ𝑚/sSet), by lemma 3.1.12(iv); by combining
with claim 6.3.9, we get therefore :

M ⋄ ⊂ 𝑙 (𝑟 (S ⋄)) ⊂ Δ𝑚/rAn and even M ⋄ ⊂ Δ𝑚/inAn in case 𝑖 ∈ lAn.

Hence, for every monomorphism 𝑈 → 𝑉 , the inclusion 𝑉 ∗ Λ𝑚
𝑘
∪𝑈 ∗ Δ𝑚 → 𝑉 ∗ Δ𝑚 lies

in rAn for every𝑚 ∈ N and 0 ≤ 𝑘 ≤ 𝑚, and even in inAn, if 𝑘 < 𝑚.
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Combining with lemma 2.4.12(ii) and remark 2.3.8(i), we see likewise that for every
monomorphism 𝐾 → 𝐿, the inclusion Λ𝑚

𝑘
∗ 𝐿 ∪ Δ𝑚 ∗ 𝐾 → Δ𝑚 ∗ 𝐿 lies in lAn for every

𝑚 ≥ 1 and 0 ≤ 𝑘 ≤ 𝑚, and even in inAn, if 𝑘 > 0.
Let us next take 𝑖 : 𝐾 → 𝐿 to be an arbitrary monomorphism; we apply again proposi-

tion 3.1.21 to the adjoint pairs of §6.3.6, and with S := {Λ𝑚
𝑘
→ Δ𝑚 |𝑚 ≥ 1, 𝑘 = 0, . . . ,𝑚}.

Then 𝑙 (𝑟 (S )) = sAn (corollary 5.1.6), and on the other hand, S ⋄ ⊂ 𝐿/lAn, whence :

sAn⋄ ⊂ 𝐿/lAn.

Likewise, if we replace S by {Λ𝑚
𝑘
→ Δ𝑚 |𝑚 ≥ 1, 𝑘 = 1, . . . ,𝑚}, we get rAn⋄ ⊂ 𝐿/inAn,

and this completes the proof of (i). Assertion (ii) follows from (i), in light of lemma
2.4.12(ii). □

Corollary 6.3.10. Let 𝑖 : 𝐾 → 𝐿 be a monomorphism of sSet, (𝑋, 𝑡) an object of 𝐿/sSet,
𝑝 : 𝑋 → 𝑌 another morphisms of sSet, and (𝐿/𝑝)⋄ : 𝑋/𝐿 → 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿 the morphism
induced by 𝑝 and 𝑖 , as in §6.3.6. We have :

(i) If 𝑝 is a left (resp. inner) fibration, then (𝐿/𝑝)⋄ is a Kan (resp. a right) fibration.
(ii) (𝐿/𝑝)⋄ is a trivial fibration if either one of the following two conditions holds :
(a) 𝑖 is an anodyne extension and 𝑝 is a right fibration
(b) 𝑖 is a left anodyne extension and 𝑝 is an inner fibration.

Proof. All the assertions follow directly from proposition 6.3.8 and remark 6.3.7 : the
details shall be left to the reader. □

Corollary 6.3.11. Let 𝑖 : 𝐾 → 𝐿 be a monomorphism of sSet, (𝑋, 𝑡) an object of 𝐿/sSet,
and 𝑝 : 𝑋 → 𝑌 an inner fibration; the following holds :

(i) If 𝑋 is an∞-category, the morphism 𝜏∨• : 𝑋/𝐿 → 𝑋/𝐾 is a right fibration.
(ii) If 𝑌 is an ∞-category, the same holds for both 𝑋/𝐿 and 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿, and the

projections 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿 → 𝑋/𝐾 and 𝑋/𝐾 → 𝑋 are right fibrations.

Proof. (i): The functor −/𝐾 preserves all representable limits ([13, Prop.2.49(i)]), hence it
preserves also the final object Δ0, for every 𝐾 ∈ Ob(sSet); moreover, 𝑋 is an∞-category
if and only if the unique morphism 𝑋 → Δ0 is an inner fibration (example 6.1.2(i)). Then
the assertion is equivalent to the special case of corollary 6.3.10(i) where 𝑌 = Δ0.

(ii): If 𝑌 is an ∞-category, then the same holds for 𝑋 , since 𝑝 is an inner fibration
(example 6.1.2(i)). Morever, taking 𝐾 := ∅, we deduce from corollary 6.3.10(i) that the
morphism 𝜏∨• : 𝑋/𝐿 → 𝑋/∅ ∼−→ 𝑋 is a right fibration (see example 2.4.9(i)), so 𝑋/𝐿 is an
∞-category as well (example 6.1.2(i)). Furthermore, the projection𝑋/𝐾×𝑌/𝐾 𝑌/𝐿 → 𝑋/𝐾
is a pull-back of the right fibration 𝑌/𝐿 → 𝑌/𝐾 (by (i)), so it is a right fibration as well
(proposition 3.1.9(v)), and since we know already that 𝑋/𝐾 is an ∞-category, it follows
that the same holds for 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿, again by example 6.1.2(i). □

Theorem 6.3.12. (Joyal) Let 𝑌 be an∞-category, 𝑝 : 𝑋 → 𝑌 an inner fibration, 𝑖 : 𝐾 → 𝐿

a monomorphism of sSet, and consider a commutative square :

{0} ∗ 𝐿 ∪ Δ1 ∗ 𝐾 𝑎 //

��

𝑋

𝑝

��
Δ1 ∗ 𝐿 // 𝑌 .

Suppose that the arrow 𝑎0 → 𝑎1 given by the restriction of 𝑎 to Δ1 = Δ1 ∗ ∅ ⊂ Δ1 ∗ 𝐾 is
invertible in 𝑋 . Then the square admits a diagonal filler Δ1 ∗ 𝐿 → 𝑋 .
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Proof. By remark 6.3.7, the commutative square of the theorem corresponds to the pair
(E⋄, 𝑡), where 𝑡 : 𝐿 → 𝑋 is the restriction of 𝑎 to 𝐿 = {0} ∗ 𝐿, and E⋄ is the induced
commutative square :

{0}

��

// 𝑋/𝐿
(𝐿/𝑝 )⋄
��

Δ1 𝛼 // 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿
and it suffices to check that E⋄ has a diagonal filler. However, by corollaries 6.3.10(i)
and 6.3.11(ii), (𝐿/𝑝)⋄ is a right fibration between ∞-categories, so it is an isofibration
(proposition 6.3.5). Hence, we are reduced to showing that 𝛼 is an invertible arrow of
𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿. But, invoking again corollary 6.3.11(ii), we see that also the composed
projection 𝜋 : 𝑋/𝐾 ×𝑌/𝐾 𝑌/𝐿 → 𝑋/𝐾 → 𝑋 is a right fibration, so it is conservative, again
by proposition 6.3.5; thus, it suffices to check that 𝜋 ◦ 𝛼 is an invertible arrow of 𝑋 . But
the latter is precisely the arrow 𝑎0 → 𝑎1, and the proof is concluded. □

Corollary 6.3.13. (Joyal) Let 𝑌 be an∞-category, 𝑝 : 𝑋 → 𝑌 an inner fibration, 𝑛 ≥ 2 an
integer, and consider a commutative square :

Λ𝑛0

��

𝑎 // 𝑋

𝑝

��
Δ𝑛 // 𝑌 .

Suppose that the arrow 𝑎0 → 𝑎1 given by the restriction of 𝑎 to Δ{0,1} is invertible in𝑋 . Then
the square admits a diagonal filler Δ𝑛 → 𝑋 .

Proof. We apply theorem 6.3.12 to the monomorphism 𝑖 : 𝜕Δ𝑛−2 → Δ𝑛−2, and use the
natural isomorphism Λ1

0 ∗ Δ𝑛−2 ∪ Δ1 ∗ 𝜕Δ𝑛−2 ∼−→ Λ𝑛0 (lemma 2.4.10(ii)) to identify the
commutative square of the theorem with that of the corollary. Under this identification,
the arrow 𝑎0 → 𝑎1 of the theorem corresponds to the arrow 𝑎0 → 𝑎1 of the corollary,
whence the assertion. □

Corollary 6.3.14. (Joyal) A simplicial set is an∞-groupoid⇔ it is a Kan complex.

Proof. We know already that every Kan complex is an ∞-groupoid (proposition 2.6.3).
For the converse, it suffices to check that every ∞-groupoid 𝑋 lies in 𝑟 (S ), with S :=
{Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 1, 𝑘 = 0, 𝑛}. However, 𝑋 op is also an ∞-groupoid (remark 2.6.4(iii)), so

the assertion follows from corollary 6.3.13 and its front-to-back dual. □

Proposition 6.3.15. Let 𝑝 : 𝑋 → 𝑌 be either a left or right fibration. If 𝑌 is a Kan complex,
then the same holds for 𝑋 , and 𝑝 is a Kan fibration.

Proof. Indeed, 𝑝 is conservative (proposition 6.3.5) and 𝑌 is an ∞-groupoid (corollary
6.3.14), so the same holds for 𝑋 , i.e. 𝑋 is a Kan complex. Next, 𝑝 is also an isofibration,
again by proposition 6.3.5, so it is an inner fibration, and then, by virtue of corollary
6.3.13 and its front-to-back dual, 𝑝 has the right lifting property relative to all inclusions
Λ𝑛
𝑘
→ Δ𝑛 , with 𝑛 ≥ 2 and 0 ≤ 𝑘 ≤ 𝑛. Moreover, by remark 6.2.8(iii) and proposition

6.2.9, 𝑝 has also the right lifting property relative to the inclusions Λ1
𝑘
→ Δ1, for 𝑘 = 0, 1.

Hence, 𝑝 is a Kan fibration. □

Corollary 6.3.16. For every left or right fibration 𝑝 : 𝑋 → 𝑌 and every object 𝑦 of 𝑌 , the
fibre 𝑓 −1 (𝑦) is a Kan complex (see definition 2.5.1(iv)).
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Proof. Indeed, the unique morphism 𝑓 −1 (𝑦) → Δ0 is a pull-back of 𝑝 , hence it is a left
or right fibration (proposition 3.1.9(v)), and clearly Δ0 is a Kan complex, so the assertion
follows from proposition 6.3.15. □

6.4. Invertible natural transformations. In §1.11.12 we exhibited two adjunctions :

𝜋1 : Cat⇄ Gpd : 𝑖 : Gpd⇄ Cat : 𝑘

where 𝑖 : Gpd→ Cat is the inclusion of the category of small groupoids into the category
of all small categories. Consider now the full subcategories of sSet denoted

Gpd∞ and Cat∞

whose objects are respectively the∞-groupoids and the∞-categories; we shall similarly
construct a right adjoint 𝑘 : Cat∞ → Gpd∞ for the inclusion functor 𝑖 : Gpd∞ → Cat∞.

To this aim, for every∞-category 𝑋 we form the cartesian square of sSet :

𝑘 (𝑋 ) //

��

𝑋

𝜂𝑋

��
𝑁 (𝑘 (𝜏𝑋 )) // 𝑁 (𝜏𝑋 )

where 𝑁 and 𝜏 are the nerve functor and its left adjoint (see §2.3.3), and 𝜂𝑋 denotes the
unit of adjunction. Recall that 𝑘 (𝜏𝑋 ) is the largest groupoid contained in 𝜏𝑋 ; hence,
the inclusion 𝑘 (𝜏𝑋 ) → 𝜏𝑋 is trivially an isofibration, so the same holds for the induced
monomorphism 𝑁 (𝑘 (𝜏𝑋 )) → 𝑁 (𝜏𝑋 ) of sSet (remark 6.2.8(i)). It follows that the mor-
phism 𝑘 (𝑋 ) → 𝑋 is a monomorphism and an inner fibration (proposition 3.1.9(v)), so
𝑘 (𝑋 ) is an ∞-category (example 6.1.2(i)). Moreover, 𝑘 (𝑋 ) and 𝑋 have the same objects,
and by theorem 2.6.12(ii,iii) and corollary 2.6.13(ii) it is easily seen that the arrows of 𝑘 (𝑋 )
are precisely the invertible arrows of 𝑋 , so 𝑘 (𝑋 ) is an ∞-groupoid. The construction of
𝑘 (𝑋 ) is natural with respect to morphisms𝑋 → 𝑌 of Cat∞, so we get a well-defined func-
tor 𝑘 : Cat∞ → Gpd∞. Moreover, if 𝑋 is a groupoid, then 𝜏𝑋 = 𝑘 (𝜏𝑋 ), again by corollary
2.6.13(ii), so that𝑘 (𝑋 ) = 𝑋 in this case. Especially, for every∞-groupoid𝑌 ⊂ 𝑋 , the inclu-
sion 𝑌 → 𝑋 factors through the inclusion 𝑌 → 𝑘 (𝑋 ), i.e. 𝑘 (𝑋 ) is the largest ∞-groupoid
contained in 𝑋 , and it follows easily that 𝑘 is the sought right adjoint for 𝑖 .

Lemma 6.4.1. (i) An inner fibration 𝑝 : 𝑋 → 𝑌 of ∞-categories is an isofibration ⇔
𝑘 (𝑝) : 𝑘 (𝑋 ) → 𝑘 (𝑌 ) has the right lifting property relative to the inclusion 𝜕11 : {0} ↩→ Δ1.

(ii) The inclusion 𝑘 (𝑋 ) → 𝑋 is a conservative isofibration, for every 𝑋 ∈ Ob(Cat∞).
(iii) For every𝑛 > 0, the𝑛-simplices of 𝑘 (𝑋 ) are the morphismsΔ𝑛 → 𝑋 whose restriction

to Δ{𝑖,𝑖+1} is an invertible arrow of 𝑋 , for every 𝑖 = 0, . . . , 𝑛 − 1.
(iv) Every conservative morphism 𝑓 : 𝑋→𝑌 of ∞-categories induces a cartesian square :

𝑘 (𝑋 ) //

𝑘 (𝑓 )
��

𝑋

𝑓

��
𝑘 (𝑌 ) // 𝑌 .

(v) 𝑘 (𝜏𝑋 ) = 𝜏 (𝑘 (𝑋 )) for every 𝑋 ∈ Ob(Cat∞).

Proof. Assertions (i), (ii) and (iv) are clear from the definitions, and (v) follows from (iii),
theorem 2.6.12(iii), and the explicit construction of the homotopy category ho(𝑋 ).
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(iii): Indeed, set 𝑌0 := 𝑋0, and for every 𝑛 > 0, let 𝑌𝑛 ⊂ 𝑋𝑛 be the subset of 𝑛-simplices
verifying the stated condition; it is easily seen that the system (𝑌𝑛 | 𝑛 ∈ N) yields a sub-
simplex 𝑌 of𝑋 , and then 𝑌 is obviously an∞-groupoid. On the other hand, it is clear that
every groupoid contained in 𝑋 lies already in 𝑌 , so 𝑌 = 𝑘 (𝑋 ). □

6.4.2. Next, to every simplicial set 𝐴 we attach the simplicial set

Ob(𝐴) := (Δ0) (𝐴0 )

(the disjoint union of copies of Δ0 indexed by 𝐴0 : see §1.2.14). Hence, the set of 𝑛-
simplices of Ob(𝐴) is naturally identified with 𝐴0 for every 𝑛 ∈ N, and all face and de-
generacy maps are identities, under this identification. We have a unique monomorphism

𝑖𝐴 : Ob(𝐴) → 𝐴 such that 𝑖𝐴,0 = 1𝐴0 : Ob(𝐴)0 → 𝐴0 .

Remark 6.4.3. Every morphism 𝑓 : 𝐴→ 𝐵 of sSet induces a map 𝑓0 : 𝐴0 → 𝐵0, whence a
morphism of sSet

Ob(𝑓 ) := (Δ0) (𝑓 ) : Ob(𝐴) → Ob(𝐵)
(see §1.2.14). Clearly, the rules : 𝐴 ↦→ Ob(𝐴) and 𝑓 ↦→ Ob(𝑓 ) yield a well-defined functor

Ob : sSet→ sSet

and it is easily seen that the rule : 𝐴 ↦→ 𝑖𝐴 defines a natural transformation 𝑖• : Ob⇒ 1sSet.

By virtue of corollaries 6.1.8 and 6.1.10, every∞-category𝑋 induces an inner fibration
between∞-categories

𝑖∗ : H𝑜𝑚(𝐴,𝑋 ) →H𝑜𝑚(Ob(𝐴), 𝑋 ) ∼−→ 𝑋𝐴0 𝐹 ↦→ (𝐹𝑎 | 𝑎 ∈ 𝐴0).
We then define 𝑘 (𝐴,𝑋 ) as the pull-back in the cartesian square :

𝑘 (𝐴,𝑋 ) //

��

H𝑜𝑚(𝐴,𝑋 )
𝑖∗
��

𝑘 (H𝑜𝑚(Ob(𝐴), 𝑋 )) // H𝑜𝑚(Ob(𝐴), 𝑋 )

whose bottom horizontal arrow is the natural inclusion. The left vertical arrow is also
an inner fibration (proposition 3.1.9(v)), and we know already that 𝑘 (H𝑜𝑚(Ob(𝐴), 𝑋 )) is
an ∞-category, so the same holds for 𝑘 (𝐴,𝑋 ) (example 6.1.2(i)). Recall that H𝑜𝑚(𝐴,𝑋 )
is the ∞-category whose 𝑛-simplices are the morphisms Δ𝑛 × 𝐴 → 𝑋 of sSet, for every
𝑛 ∈ N; especially, in the language of definition 2.5.1, the arrows of H𝑜𝑚(𝐴,𝑋 ) are the
natural transformations 𝜂 : 𝐹 ⇒ 𝐺 between functors 𝐹,𝐺 : 𝐴 ⇒ 𝑋 . Then such a
natural transformation lies in the ∞-subcategory 𝑘 (𝐴,𝑋 ) if and only if its evaluation
𝜂𝑎 : 𝐹𝑎 → 𝐺𝑎 is an invertible arrow of 𝑋 , for every 𝑎 ∈ 𝐴0, i.e. if and only if 𝜂 is invertible
in the sense of definition 2.5.4(iv). Notice also that

𝑘 (H𝑜𝑚(Ob(𝐴), 𝑋 )) ∼−→ 𝑘 (𝑋𝐴0 ) = 𝑘 (𝑋 )𝐴0

is the largest ∞-groupoid in 𝑋𝐴0 . Hence, more generally, the 𝑛-simplices of 𝑘 (𝐴,𝑋 ) are
the morphisms 𝑥 : Δ𝑛 ×𝐴→ 𝑋 such that for every 𝑎 ∈ 𝐴0, the evaluation of 𝑥 at 𝑎 :

𝑥 (𝑎) : Δ𝑛 ∼−→ Δ𝑛 × Δ0 1Δ𝑛 ×𝑎−−−−−→ Δ𝑛 ×𝐴 𝑥−→ 𝑋

is an 𝑛-simplex of 𝑘 (𝑋 ). Moreover, by virtue of remark 6.4.3, the construction of 𝑘 (𝐴,𝑋 )
is natural in both 𝐴 and 𝑋 (details left to the reader), so we get a well-defined functor

𝑘 (−,−) : sSetop × Cat∞ → Cat∞ (𝐴,𝑋 ) ↦→ 𝑘 (𝐴,𝑋 ).



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 262

Remark 6.4.4. (i) From the construction and from remark 2.6.4(iii), it is clear that :

𝑘 (𝑋 op) = 𝑘 (𝑋 )op ∀𝑋 ∈ Ob(Cat∞).

(ii) From (i), we easily deduce a commutative diagram of∞-categories :

𝑘 (𝐴,𝑋 )op

��

∼ // 𝑘 (𝐴op, 𝑋 op)

��
H𝑜𝑚(𝐴,𝑋 )op ∼ // H𝑜𝑚(𝐴op, 𝑋 op)

whose vertical arrows are the inclusions, and whose bottom horizontal arrow is the nat-
ural identification of remark 2.1.7 : the details are left to the reader.

Example 6.4.5. Since H𝑜𝑚(∅, 𝑋 ) = Δ0 and H𝑜𝑚(Δ0, 𝑋 ) = 𝑋 , we get :

𝑘 (∅, 𝑋 ) = Δ0 and 𝑘 (Δ0, 𝑋 ) = 𝑘 (𝑋 ) ∀𝑋 ∈ Ob(sSet).

Lemma 6.4.6. (i) 𝑘 (H𝑜𝑚(𝐴,𝑋 )) ⊂ 𝑘 (𝐴,𝑋 ) ⊂ H𝑜𝑚(𝐴,𝑋 ).
(ii) Every∞-category𝑋 , and every morphism 𝑓 : 𝐴→ 𝐵 of sSet such that 𝑓0 : 𝐴0 → 𝐵0

is a bijection induce a cartesian diagram of sSet :

𝑘 (𝐵,𝑋 ) //

��

H𝑜𝑚(𝐵,𝑋 )

��
𝑘 (𝐴,𝑋 ) // H𝑜𝑚(𝐴,𝑋 ).

(iii) 𝑘 (𝐴,𝑋 ) = H𝑜𝑚(𝐴,𝑋 ) for every 𝐴 ∈ Ob(sSet) and every 𝑋 ∈ Ob(Gpd∞).

Proof. (i): We have already observed that the morphism 𝑘 (𝐴,𝑋 ) → H𝑜𝑚(𝐴,𝑋 ) is a
monomorphism, since it is a pull-back of a monomorphism. Next, we have a commutative
diagram of sSet whose horizontal arrows are the natural inclusions :

𝑘 (H𝑜𝑚(𝐴,𝑋 )) //

𝑘 (𝑖∗ )
��

H𝑜𝑚(𝐴,𝑋 )
𝑖∗
��

𝑘 (H𝑜𝑚(Ob(𝐴), 𝑋 )) // H𝑜𝑚(Ob(𝐴), 𝑋 ).

Hence the inclusion 𝑘 (H𝑜𝑚(𝐴,𝑋 )) ⊂ H𝑜𝑚(𝐴,𝑋 ) factors through 𝑘 (𝐴,𝑋 ).
(ii) and (iii) follow by a direct inspection of the constructions. □

6.4.7. The main goal of this § is to prove that the first inclusion of lemma 6.4.6(i) is in
fact an equality; i.e. we want to show that any invertible natural transformation is indeed
an invertible arrow of the ∞-category of functors. To this aim, we shall need an adjoint of
the functor 𝑘 (−, 𝑋 ) : for every 𝐵 ∈ Ob(sSet), 𝑋 ∈ Ob(Cat∞), and 𝑛 ∈ N, let

ℎ(𝐵,𝑋 )𝑛 ⊂ H𝑜𝑚(𝐵,𝑋 )𝑛

be the set of𝑛-simplices 𝑓 : Δ𝑛 →H𝑜𝑚(𝐵,𝑋 ) ofH𝑜𝑚(𝐵,𝑋 ) such that that the associated
morphism 𝜙 𝑓 : 𝐵 → H𝑜𝑚(Δ𝑛, 𝑋 ) factors though 𝑘 (Δ𝑛, 𝑋 ). For every morphism 𝑢 :
[𝑚] → [𝑛] of sSet, the map 𝑢∗ : H𝑜𝑚(𝐵,𝑋 )𝑛 → H𝑜𝑚(𝐵,𝑋 )𝑚 is given by the rule :
𝑓 ↦→ 𝑓 ◦ Δ𝑢 , and notice that the morphism 𝜙𝑢∗ (𝑓 ) : 𝐵 → H𝑜𝑚(Δ𝑚, 𝑋 ) associated with
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𝑢∗ (𝑓 ) is H𝑜𝑚(Δ𝑢, 1𝑋 ) ◦ 𝜙 𝑓 , where H𝑜𝑚(Δ𝑢, 1𝑋 ) : H𝑜𝑚(Δ𝑛, 𝑋 ) → H𝑜𝑚(Δ𝑚, 𝑋 ) is
defined as in §2.1.6. However, the commutative diagram :

𝑘 (Δ𝑛, 𝑋 ) 𝑘 (Δ𝑢 ,1𝑋 ) //

��

𝑘 (Δ𝑚, 𝑋 )

��
H𝑜𝑚(Δ𝑛, 𝑋 ) H𝑜𝑚 (Δ𝑢 ,1𝑋 ) // H𝑜𝑚(Δ𝑚, 𝑋 )

(whose vertical arrows are the inclusions) shows that if 𝜙 𝑓 factors through 𝑘 (Δ𝑛, 𝑋 ), then
H𝑜𝑚(Δ𝑢, 1𝑋 ) ◦ 𝜙 𝑓 factors through 𝑘 (Δ𝑚, 𝑋 ); i.e. the system (ℎ(𝐵,𝑋 )𝑛 | 𝑛 ∈ N) yields a
subsimplicial set :

ℎ(𝐵,𝑋 ) ⊂ H𝑜𝑚(𝐵,𝑋 )
natural in both 𝐵 and 𝑋 , whence a well-defined functor

ℎ(−,−) : sSetop × Cat∞ → sSet (𝐵,𝑋 ) ↦→ ℎ(𝐵,𝑋 ).

One may think of ℎ(𝐵,𝑋 ) as the full subcategory of H𝑜𝑚(𝐵,𝑋 ) consisting of those func-
tors 𝐵 → 𝑋 that map every arrow of 𝐵 to an invertible arrow of 𝑋 .

Example 6.4.8. Since H𝑜𝑚(∅, 𝑋 ) = Δ0, it is easily seen that :

ℎ(∅, 𝑋 ) = Δ0 ∀𝑋 ∈ Ob(sSet).

Moreover, for every 𝑛 ∈ N, the set ℎ(Δ0, 𝑋 )𝑛 is the set of 𝑛-simplices

𝑓 : Δ𝑛 →H𝑜𝑚(Δ0, 𝑋 ) ∼−→ 𝑋

such that the associated morphism 𝜙 𝑓 : Δ0 →H𝑜𝑚(Δ𝑛, 𝑋 ) factors through 𝑘 (Δ𝑛, 𝑋 ), i.e.
with 𝑓 ◦ 𝑢 ∈ 𝑘 (𝑋 )0 for every 𝑢 ∈ sSet(Δ0,Δ𝑛). But since 𝑘 (𝑋 )0 = 𝑋0, we conclude that :

ℎ(Δ0, 𝑋 ) = 𝑋 ∀𝑋 ∈ Ob(sSet).

Lemma 6.4.9. Every 𝑋 ∈ Ob(Cat∞) induces an adjoint pair of functors :

𝑘 (−, 𝑋 ) : sSet⇄ sSetop : ℎ(−, 𝑋 ).

Proof. By adjunction, sSet(𝐴,H𝑜𝑚(𝐵,𝑋 )) and sSet(𝐵,H𝑜𝑚(𝐴,𝑋 )) are identified with
sSet(𝐴 × 𝐵,𝑋 ) and respectively sSet(𝐵 × 𝐴,𝑋 ), for every 𝐴, 𝐵 ∈ Ob(sSet). Hence, the
isomorphism 𝜔 : 𝐴 × 𝐵 ∼−→ 𝐵 ×𝐴 that swaps the factors induces a natural bijection :

(∗) sSet(𝐴,H𝑜𝑚(𝐵,𝑋 )) ∼−→ sSet(𝐵,H𝑜𝑚(𝐴,𝑋 )) .

Now, we have ℎ(𝐵,𝑋 ) ⊂ H𝑜𝑚(𝐵,𝑋 ) and 𝑘 (𝐴,𝑋 ) ⊂ H𝑜𝑚(𝐴,𝑋 ), and we come down to
checking more precisely that the bijection (∗) induces by restriction a bijection :

sSet(𝐴,ℎ(𝐵,𝑋 )) ∼−→ sSet(𝐵, 𝑘 (𝐴,𝑋 )) .

However, unwinding the definitions, we see that themorphisms𝐴→ ℎ(𝐵,𝑋 ) correspond,
under the foregoing natural identification, to the morphisms 𝑢• : 𝐴 × 𝐵 → 𝑋 such that
𝑢𝑛 (𝜋∗𝑛 (𝑎), 𝑏) ∈ 𝑘 (𝑋 )𝑛 for every 𝑛 ∈ N, every 𝑏 ∈ 𝐵𝑛 and every 𝑎 ∈ 𝐴0, where 𝜋𝑛 :
[𝑛] → [0] is the unique map. Likewise, the morphisms 𝐵 → 𝑘 (𝐴,𝑋 ) correspond to the
morphisms 𝑣 : 𝐵 × 𝐴 → 𝑋 whose composition with 𝜔 fulfills the previous condition,
whence the assertion. □
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Remark 6.4.10. (i) For every 𝐴, 𝐵,𝐶 ∈ Ob(sSet) and every 𝑋 ∈ Ob(Cat∞), the isomor-
phism 𝐶 × 𝐵 ∼−→ 𝐵 ×𝐶 that swaps the factors induces a commutative diagram :

sSet(𝐴 ×𝐶, 𝑘 (𝐵,𝑋 )) //

��

sSet(𝐴 ×𝐶,H𝑜𝑚(𝐵,𝑋 )) ∼ // sSet(𝐴 ×𝐶 × 𝐵,𝑋 )
sSet(𝐴×𝜔,𝑋 )
��

sSet(𝐴 × 𝐵,ℎ(𝐶,𝑋 )) // sSet(𝐴 × 𝐵,H𝑜𝑚(𝐶,𝑋 )) ∼ // sSet(𝐴 × 𝐵 ×𝐶,𝑋 )
whose three unmarked arrows are injections. Indeed, on the one hand, the composition
of the top horizontal arrows identifies sSet(𝐴 × 𝐶, 𝑘 (𝐵,𝑋 )) with the set of morphisms
𝑢• : 𝐴 ×𝐶 × 𝐵 → 𝑋 of sSet such that 𝑢𝑛 (𝑎, 𝑐, 𝜋∗𝑛 (𝑏)) ∈ 𝑘 (𝑋 )𝑛 for every 𝑛 ∈ N and every
(𝑎, 𝑏, 𝑐) ∈ 𝐴𝑛 × 𝐵0 ×𝐶𝑛 , where 𝜋𝑛 : [𝑛] → [0] is the unique map. On the other hand, the
composition of the bottom horizontal arrows identifies sSet(𝐴 × 𝐵,ℎ(𝐶,𝑋 )) with the set
of morphisms 𝑣• : 𝐴 × 𝐵 ×𝐶 → 𝑋 of sSet such that 𝑣𝑛 (𝜋∗𝑛 (𝑎), 𝜋∗𝑛 (𝑏), 𝑐) ∈ 𝑘 (𝑋 )𝑛 for every
𝑛 ∈ N and every (𝑎, 𝑏, 𝑐) ∈ 𝐴0 × 𝐵0 ×𝐶𝑛 .

(ii) Let 𝑝 : 𝑋 → 𝑌 be any morphism of Cat∞; in light of lemma 6.4.9, we may apply
proposition 3.1.21 to the functors 𝐹1, 𝐹2 : sSet ⇒ sSetop with 𝐹1 := 𝑘 (−, 𝑌 ) and 𝐹2 :=
𝑘 (−, 𝑋 ), and to the natural transformation 𝜏• : 𝐹1 ⇒ 𝐹2 induced by 𝑝 . We then get, for
every pair 𝑓 : 𝐴 → 𝐵 and 𝑔 : 𝐶 → 𝐷 of morphisms of sSet, a natural bijection between
commutative squares of the type :

D⋄ :

𝐶

𝑔

��

// 𝑘 (𝐵,𝑋 )
𝑓 ⋄

��
𝐷 // 𝑘 (𝐵,𝑌 ) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐴,𝑋 )

and D⋄ :

𝐴

𝑓

��

// ℎ(𝐷,𝑋 )
𝑔⋄
��

𝐵 // ℎ(𝐶,𝑋 ) ×ℎ (𝐶,𝑌 ) ℎ(𝐷,𝑌 ).

as well as a natural bijection between diagonal fillers for D⋄ and D⋄ .
(iii) For instance take 𝑓 : ∅ → Δ0 be the unique morphism, and 𝑔 := 𝜕11 : {0} ↩→ Δ0.

Taking into account examples 6.4.5 and 6.4.8, we see that in this case, (ii) yields a bijection
between commutative squares of the type :

{0} //

𝜕11 ��

𝑘 (𝑋 )
𝑘 (𝑝 )
��

Δ1 // 𝑘 (𝑌 )
and

∅

��

// ℎ(Δ1, 𝑋 )
(𝜕11 )⋄��

Δ0 // 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )
aswell as a bijection between the diagonal fillers for such squares. Combiningwith lemma
6.4.1(i), we conclude that 𝑝 is an isofibration⇔ 𝑝 is an inner fibration and the morphism
(𝜕11)⋄ : ℎ(Δ1, 𝑋 ) → 𝑋 ×𝑌 ℎ(Δ1, 𝑌 ) is surjective on objects.

Theorem 6.4.11. For every inner fibration 𝑝 : 𝑋 → 𝑌 between∞-categories, the morphism
(𝜕11)⋄ : ℎ(Δ1, 𝑋 ) → 𝑋 ×𝑌 ℎ(Δ1, 𝑌 ) of remark 6.4.10(iii) lies in 𝑟 ({𝜕Δ𝑛 → Δ𝑛 | 𝑛 > 0}).

Proof. Remark 6.4.10(ii) yields a natural bijection between the commutative squares :

D⋄ :

{0} //

𝜕11��

𝑘 (Δ𝑛, 𝑋 )
𝑗 ⋄𝑛
��

Δ1 // 𝑘 (Δ𝑛, 𝑌 ) ×𝑘 (𝜕Δ𝑛,𝑌 ) 𝑘 (𝜕Δ𝑛, 𝑋 )
and D⋄ :

𝜕Δ𝑛

𝑗𝑛

��

// ℎ(Δ1, 𝑋 )
(𝜕11 )⋄��

Δ𝑛 // 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )
and a bijection between the respective diagonal fillers. Thus, we are reduced to checking
that 𝜕11 ∈ 𝑙 ({ 𝑗 ⋄𝑛 | 𝑛 > 0}). To this aim, let us fix an integer 𝑛 > 0; we apply proposition
3.1.21 to the functors 𝐹1, 𝐹2 : sSet ⇒ sSet with 𝐹1 := (−) × 𝜕Δ𝑛 and 𝐹2 := (−) × Δ𝑛

and to the natural transformation 𝜏• : 𝐹1 ⇒ 𝐹2 induced by the inclusion 𝑗𝑛 . Notice also
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that 𝐹2𝐾 ∩ 𝐹1𝐿 = 𝐹1𝐾 for every monomorphism 𝐾 → 𝐿 of sSet; we then get yet another
natural bijection between commutative squares of the type :

E⋄ :
Δ1 × 𝜕Δ𝑛 ∪ {0} × Δ𝑛 𝑎 //

(𝜕11 )⋄ ��

𝑋

𝑝

��
Δ1 × Δ𝑛 𝑏 // 𝑌

and E⋄ :
{0} 𝑎′ //

𝜕11 ��

H𝑜𝑚(Δ𝑛, 𝑋 )
𝑝⋄
��

Δ1 𝑏′ // 𝑍

where 𝑍 := H𝑜𝑚(Δ𝑛, 𝑌 ) ×H𝑜𝑚 (𝜕Δ𝑛,𝑌 ) H𝑜𝑚(𝜕Δ𝑛, 𝑋 ), and as usual, we have also a bi-
jection between the respective diagonal fillers. Now, a direct inspection shows that the
simplicial set 𝑘 (Δ𝑛, 𝑌 ) ×𝑘 (𝜕Δ𝑛,𝑌 ) 𝑘 (𝜕Δ𝑛, 𝑋 ) is a subobject of 𝑍 , and under this identifica-
tion, 𝑗 ⋄𝑛 is the restriction of 𝑝⋄ to the subsimplicial set 𝑘 (Δ𝑛, 𝑋 ) ⊂ H𝑜𝑚(Δ𝑛, 𝑋 ). So, we
are further reduced to showing that if the image of 𝑎′ lies in 𝑘 (Δ𝑛, 𝑋 ) and if the image
of 𝑏′ lies in 𝑘 (Δ𝑛, 𝑌 ) ×𝑘 (𝜕Δ𝑛,𝑌 ) 𝑘 (𝜕Δ𝑛, 𝑋 ), then E⋄ has a diagonal filler : indeed, in this
case E⋄ has a diagonal filler 𝑑 : Δ1 →H𝑜𝑚(Δ𝑛, 𝑋 ), and by construction the image of the
composition Δ1 →H𝑜𝑚(𝜕Δ𝑛, 𝑋 ) of𝑑 with the morphismH𝑜𝑚( 𝑗𝑛, 𝑋 ) : H𝑜𝑚(Δ𝑛, 𝑋 ) →
H𝑜𝑚(𝜕Δ𝑛, 𝑋 ) lies in 𝑘 (𝜕Δ𝑛, 𝑋 ); but since 𝑗𝑛 induces a bijection (𝜕Δ𝑛)0 ∼−→ (Δ𝑛)0 (recall
that 𝑛 > 0), lemma 6.4.6(ii) then implies that the image of 𝑑 lies in 𝑘 (Δ𝑛, 𝑋 ), so 𝑑 will be
also a diagonal filler for D⋄ .

Next, since the inclusion 𝑘 (Δ𝑛, 𝑋 ) ⊂ H𝑜𝑚(Δ𝑛, 𝑋 ) is a bijection on objects, the stated
condition on 𝑎′ is empty; on the other hand, the stated condition on 𝑏′ amounts to asking
that 𝑏 is an arrow of 𝑘 (Δ𝑛, 𝑌 ) and the restriction of 𝑎 to Δ1× 𝜕Δ𝑛 is an arrow of 𝑘 (𝜕Δ𝑛, 𝑋 ).
But since 𝜕Δ𝑛 and Δ𝑛 have the same objects, the latter condition on 𝑎 actually implies that
𝑏 is an arrow of 𝑘 (Δ𝑛, 𝑌 ).

Summing up, we have a diagram E⋄ such that the restriction of 𝑎 to Δ1 × 𝜕Δ𝑛 is an
arrow of 𝑘 (𝜕Δ𝑛, 𝑋 ), and under this condition, we have to exhibit a diagonal filler for E⋄ .
To this aim, we consider the front-to-back dual of the finite filtration of claim 5.1.5 :

𝐵−1 := Δ1 × 𝜕Δ𝑛 ∪ {0} × Δ𝑛 ⊂ 𝐵0 ⊂ · · · ⊂ 𝐵𝑛 := Δ1 × Δ𝑛 .

By remark 2.3.8(i) we get cocartesian diagrams whose vertical arrows are the inclusions :

(∗)
Λ𝑛+1𝑛−𝑖

𝛼𝑖 //

��

𝐵𝑖−1

��
Δ𝑛+1

𝛽𝑖 // 𝐵𝑖

∀𝑖 = 0, . . . , 𝑛.

Hence, the inclusion 𝐵𝑖−1 → 𝐵𝑖 is inner anodyne for every 𝑖 = 0, . . . , 𝑛 − 1, so the same
holds for the inclusion 𝑗 : 𝐵−1 → 𝐵𝑛−1. Let 𝑐 : 𝐵𝑛−1 → 𝑌 be the restriction of 𝑏; since 𝑝
is an inner fibration, we deduce that the commutative square :

Δ1 × 𝜕Δ𝑛 ∪ {0} × Δ𝑛 𝑎 //

𝑗

��

𝑋

𝑝

��
𝐵𝑛−1

𝑐 // 𝑌

admits a diagonal filler 𝑐′ : 𝐵𝑛−1 → 𝑋 . So, it remains only to exhibit a diagonal filler for :

Λ𝑛+10
𝑐′◦𝛼𝑛 //

��

𝑋

𝑝

��
Δ𝑛+1

𝑏◦𝛽𝑛 // 𝑌 .
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However, 𝛽𝑛 is the front-to-back dual of the morphism 𝑐𝑛𝑛 : Δ𝑛+1 → Δ1×Δ𝑛 of claim 5.1.5,
i.e. it is the morphism corresponding to the unique strictly increasing map [𝑛 + 1] →
[1] × [𝑛] whose image contains (0, 0) and (1, 0). Hence, the restriction of 𝑐′ ◦𝛼𝑛 to Δ{0,1}
is the arrow of 𝑋 given by the restriction of 𝑐′ to Δ1 × {0}, which is the same as the
restriction of 𝑎 to Δ1 × {0}, and the latter is an invertible arrow of 𝑋 , by assumption.
Then, the sought diagonal filler is provided by corollary 6.3.13. □

Corollary 6.4.12. An inner fibration 𝑝 : 𝑋 → 𝑌 between∞-categories is an isofibration if
and only if the associated morphism (𝜕11)⋄ : ℎ(Δ1, 𝑋 ) → 𝑋 ×𝑌 ℎ(Δ1, 𝑌 ) of remark 6.4.10(iii)
is a trivial fibration (for the Kan-Quillen model structure).

Proof. Since {𝜕Δ𝑛 → Δ𝑛 | 𝑛 ∈ N} is a cellular model for sSet (remark 5.1.1), the assertion
follows from remark 6.4.10(iii) and theorem 6.4.11. □

Theorem 6.4.13. (i) Every isofibration 𝑝 : 𝑋 → 𝑌 between ∞-categories, and every
monomorphism 𝑖 : 𝐾 → 𝐿 of sSet induce a Kan fibration :

(𝑖∗, 𝑝∗) : 𝑘 (𝐿,𝑋 ) → 𝑘 (𝐿,𝑌 ) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐾,𝑋 ).

(ii) 𝑘 (𝐴,𝑋 ) is an∞-groupoid, for every 𝐴 ∈ Ob(sSet) and every 𝑋 ∈ Ob(Cat∞).

Proof. (i): Notice first that the natural isomorphisms of remark 6.4.4(ii) identify (𝑖∗, 𝑝∗)op
with ((𝑖op)∗, (𝑝op)∗), and 𝑝op is an isofibration (proposition 6.2.9); in view of remark 6.3.2,
it then suffices to check that (𝑖∗, 𝑝∗) is a left fibration.

To this aim, in light of proposition 5.1.4(ii), we are reduced to checking that for every
𝑛 ∈ N, every commutative square of the following type admits a diagonal filler :

(∗)
𝜕Δ𝑛 × Δ1 ∪ Δ𝑛 × {0} 𝑎 //

��

𝑘 (𝐿,𝑋 )
(𝑖∗,𝑝∗ )
��

Δ𝑛 × Δ1 𝑏 // 𝑘 (𝐿,𝑌 ) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐾,𝑋 ).

Now, if 𝑛 = 0, (∗) is the same as the diagram D⋄ of remark 6.4.10(ii), with 𝑓 := 𝑖 and
𝑔 := 𝜕11 ; in this case, we are then reduced to exhibiting a diagonal filler for the associated
diagram

𝐾 //

𝑖

��

ℎ(Δ1, 𝑋 )
(𝜕11 )⋄��

𝐿 // 𝑋 ×𝑌 ℎ(Δ1, 𝑌 ).

The latter is provided by corollary 6.4.12. Next, suppose that 𝑛 > 0; by remark 6.4.10(i),
the restriction of 𝑎 to 𝜕Δ𝑛 × Δ1 can be regarded as a morphism 𝑎′1 : 𝜕Δ

𝑛 × 𝐿 → ℎ(𝐾,𝑋 ),
and the composition of 𝑏 with the projection to 𝑘 (𝐾,𝑋 ) can be regarded as a morphism
𝑎′2 : Δ

𝑛 ×𝐾 → ℎ(Δ1, 𝑋 ). Moreover, the commutativity of (∗) implies that 𝑎′1 and 𝑎
′
2 agree

on 𝜕Δ𝑛 × 𝐾 , whence a well-defined morphism 𝑎′ : 𝜕Δ𝑛 × 𝐿 ∪ Δ𝑛 × 𝐾 → ℎ(Δ1, 𝑋 ) which
restricts to 𝑎′1 on 𝜕Δ

𝑛×𝐿 and to 𝑎′2 on Δ𝑛×𝐾 . Likewise, the restriction of 𝑎 to Δ𝑛×{0} can
be regarded as a morphism 𝑏′1 : Δ

𝑛 × 𝐿 → ℎ(Δ0, 𝑋 ) ∼−→ 𝑋 , and the composition of 𝑏 with
the projection to 𝑘 (𝐿,𝑌 ) can be regarded as a morphism𝑏′2 : Δ

𝑛×𝐿 → ℎ(Δ1, 𝑌 ); moreover,
the commutativity of (∗) implies that 𝑝 ◦ 𝑏′1 equals the composition of 𝑏′2 with ℎ(𝜕11, 𝑌 ) :
ℎ(Δ1, 𝑌 ) → ℎ(Δ0, 𝑌 ) ∼−→ 𝑌 , whence a well-defined morphism 𝑏′ : Δ𝑛×𝐿 → 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )
whose compositionwith the natural projections agreeswith𝑏′1 and respectively𝑏

′
2. Lastly,
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the commutativity of (∗) is equivalent to the commutativity of the square :

𝜕Δ𝑛 × 𝐿 ∪ Δ𝑛 × 𝐾

��

𝑎′ // ℎ(Δ1, 𝑋 )
(𝜕11 )⋄��

Δ𝑛 × 𝐿 𝑏′ // 𝑋 ×𝑌 ℎ(Δ1, 𝑌 )

and the latter admits a diagonal filler 𝑑 ′ : Δ𝑛 × 𝐿 → ℎ(Δ1, 𝑋 ), by corollary 6.4.12. To
conclude, it remains to check that 𝑑 ′ corresponds to a morphism 𝑑 : Δ𝑛 × Δ1 → 𝑘 (𝐿,𝑋 ),
under the natural identifications of remark 6.4.10(i), since in that case, 𝑑 will be the sought
diagonal filler for (∗). To this aim, since𝑛 > 0, lemma 6.4.1(iii) further reduces to checking
that the restriction 𝛿 ′ : 𝜕Δ𝑛 × 𝐿 → ℎ(Δ1, 𝑋 ) of 𝑑 ′ corresponds, under the same natural
identifications, to a morphism 𝛿 : 𝜕Δ𝑛 × Δ1 → 𝑘 (𝐿,𝑋 ); however, 𝛿 is none else than the
restriction of 𝑎 to 𝜕Δ𝑛 × Δ1, and the proof is concluded.

(ii): We apply (i) with 𝑖 : ∅→ 𝐴 and with 𝑌 := Δ0; then (𝑖, 𝑝∗) is the unique morphism
𝑘 (𝐴,𝑋 ) → Δ0 (example 6.4.5), and we conclude with proposition 2.6.3. □

We can now show the promised :

Corollary 6.4.14. For every 𝐴 ∈ Ob(sSet) and every 𝑋 ∈ Ob(Cat∞) we have :

𝑘 (𝐴,𝑋 ) = 𝑘 (H𝑜𝑚(𝐴,𝑋 )) .

Proof. Since 𝑘 (H𝑜𝑚(𝐴,𝑋 )) is the largest ∞-groupoid contained in H𝑜𝑚(𝐴,𝑋 ), the as-
sertion follows straightforwardly from theorem 6.4.13(ii) and lemma 6.4.6(i). □

Corollary 6.4.15. Every isofibration 𝑝 : 𝑋 → 𝑌 between∞-categories, and every anodyne
extension 𝑔 : 𝐶 → 𝐷 induce a trivial fibration of sSet

𝑔⋄ : ℎ(𝐷,𝑋 ) → ℎ(𝐶,𝑋 ) ×ℎ (𝐶,𝑋 ) ℎ(𝐷,𝑌 ).

Proof. (We refer here to the trivial fibrations of the Kan-Quillen model structure.) Ac-
cording to theorem 6.4.13(i), for every monomorphism 𝑓 : 𝐴 → 𝐵 of sSet, the induced
morphism 𝑓 ⋄ = (𝑓 ∗, 𝑝∗) : 𝑘 (𝐵,𝑋 ) → 𝑘 (𝐵,𝑌 ) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐴,𝑋 ) is a Kan fibration, so the
assertion follows from remark 6.4.10(ii). □

Definition 6.4.16. Let 𝑋 and 𝑌 be two∞-categories; we say that a functor 𝑓 : 𝑋 → 𝑌 is
an equivalence of∞-categories if there exist functors 𝑔,𝑔′ : 𝑌 ⇒ 𝑋 and invertible natural
transformations 𝑓 𝑔⇒ 1𝑌 and 1𝑋 ⇒ 𝑔′ 𝑓 (see definitions 2.5.1(iv) and 2.5.4(iv)).

Remark 6.4.17. (i) Let C and C ′ be two small categories, and 𝑓 , 𝑔 : 𝑁 (C ) ⇒ 𝑁 (C ′) two
functors; we know already that 𝑓 = 𝑁 (𝐹 ) and 𝑔 = 𝑁 (𝐺) for a unique pair of functors
𝐹,𝐺 : C ⇒ C ′, and that all natural transformations ℎ : 𝑁 (C ) × Δ1 → 𝑁 (C ′) from 𝑓

to 𝑔 are of the form 𝑁 (𝐻 ) for a unique natural trasformation 𝐻 : C × [1] → C ′ from 𝐹

to 𝐺 (see remark 2.5.2). Moreover, taking into account example 2.6.2(i), we see that ℎ is
invertible if and only if 𝐻 is an isomorphism of functors. Likewise, 𝑓 is an equivalence of
∞-categories if and only if 𝐹 is an equivalence of categories.

(ii) In the situation of corollary 6.4.14, let 𝜂• : Δ1 →H𝑜𝑚(𝐴,𝑋 ) be a natural transfor-
mation between two functors 𝑓 , 𝑔 : 𝐴⇒ 𝑋 . With corollary 6.4.14 we now know that 𝜂• is
invertible⇔ 𝜂• extends to a morphism 𝐽 → H𝑜𝑚(𝐴,𝑋 ), or equivalently, a 𝐽 -homotopy
𝜂′ : 𝐽 ×𝐴→ 𝑋 from 𝑓 to 𝑔 (see definition 4.5.1(i)).
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6.5. ∞-categories as fibrant objects. The following result of Joyal justifies the intro-
duction of the model category structure that bears his name :

Theorem 6.5.1. (i) The fibrant objects of the Joyal model category are the∞-categories.
(ii) A functor between∞-categories is a 𝐽 -fibration if and only if it is an isofibration.

(iii) A functor between∞-categories is an equivalence if and only if it is a weak categorical
equivalence, if and only if it is a 𝐽 -homotopy equivalence (see remark 4.5.2(ii)).

(iv) A functor between∞-groupoids is an equivalence if and only if it is a weak homotopy
equivalence, if and only if it is a simplicial homotopy equivalence.

Proof. (ii): In light of remark 6.2.8(ii), it suffices to check that every isofibration 𝑝 : 𝑋 → 𝑌

between∞-categories is a 𝐽 -fibration. We apply the criterion of corollary 6.2.4 : condition
(b) of the corollary holds, since 𝑝 is an inner fibration (corollary 6.1.8). Next, notice that,
for every ∞-category 𝑍 , the image of every morphism 𝑓 : 𝐽 → 𝑍 lies in 𝑘 (𝑍 ) : indeed,
the restriction of 𝑓 to Δ1 ⊂ 𝐽 is an invertible arrow of 𝑍 (remark 6.2.2(i)), i.e. a 1-simplex
of 𝑘 (𝑍 ); then the unique extension of 𝑓 |Δ1 : Δ1 → 𝑘 (𝑍 ) to 𝐽 is a morphism 𝐽 → 𝑘 (𝑍 ) that
must coincide with 𝑓 . Letting 𝑍 := H𝑜𝑚(Δ𝑛, 𝑋 ) for any 𝑛 ∈ N and any 𝑋 ∈ Ob(Cat∞)
(corollary 6.1.10), we conclude that :

ℎ(𝐽 , 𝑋 ) = H𝑜𝑚(𝐽 , 𝑋 ) ∀𝑋 ∈ Ob(Cat∞) .

Recall also that 𝜕 𝐽𝜀 : Δ0 → 𝐽 is an anodyne extension for 𝜀 = 0, 1 (see definition 6.2.1(i));
combining with corollary 6.4.15, we get that (𝜕 𝐽 ∗𝜀 , 𝑝∗) : H𝑜𝑚(𝐽 , 𝑋 ) → 𝑋 ×𝑌 H𝑜𝑚(𝐽 , 𝑌 )
is a trivial fibration, and this is precisely condition (a) of corollary 6.2.4.

(i): By example 6.1.2(i), every 𝐽 -fibrant object of sSet is an ∞-category. Conversely, if
𝑋 is an ∞-category, obviously the unique morphism 𝑋 → Δ0 is an isofibration, so it is a
𝐽 -fibration, by (ii), and therefore 𝑋 is 𝐽 -fibrant.

(iii): In light of (i), proposition 4.5.9(ii) yields the equivalence between the two last con-
ditions of (iii). It is also clear that every 𝐽 -homotopy equivalence between ∞-categories
is an equivalence of∞-categories (lemma 4.5.3). Lastly, with remark 6.4.17(ii) and lemma
4.5.8, we easily see that the equivalences of ∞-categories are precisely the 𝐽 -homotopy
equivalences.

(iv): In light of corollary 6.3.14, proposition 4.5.9(ii) yields the equivalence between
the two last conditions of (iv). Next, notice that if 𝑋 is an∞-groupoid and 𝐴 ∈ Ob(sSet),
then every natural transformation Δ1 → H𝑜𝑚(𝐴,𝑋 ) between any two functors 𝑓 , 𝑔 :
𝐴⇒ 𝑋 is invertible; i.e. every simplicial homotopy from 𝑓 to 𝑔 extends (uniquely) to a 𝐽 -
homotopy. This means that the equivalences of∞-groupoids are precisely the simplicial
homotopy equivalences. □

Proposition 6.5.2. (i) The class of weak categorical equivalences is the smallest of the
classes W ⊂ Mor(sSet) satisfying the following three conditions :

(a) W enjoys the 2-out-of-3 property

(b) Every inner anodyne extension lies in W

(c) Every trivial fibration lies in W .

(ii) Every weak categorical equivalence is a weak homotopy equivalence.

Proof. (i): Clearly the class C of weak categorical equivalences satisfies these conditions.
Conversely, let us show that if W satisfies (a)-(c), then C ⊂ W . Indeed, let 𝑓 : 𝑋 → 𝑌
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be any weak categorical equivalence; arguing as in the proof of proposition 4.6.4, we can
find∞-categories 𝑋 ′ and 𝑌 ′, and a commutative square :

𝑋
𝑖 //

𝑓

��

𝑋 ′

𝑓 ′

��
𝑌

𝑗 // 𝑌 ′

in which 𝑖 and 𝑗 are inner anodyne extensions. Then also 𝑓 ′ is a weak categorical equiv-
alence, and it suffices to check that 𝑓 ′ ∈ W ; hence, we may assume from start that 𝑋 and
𝑌 are∞-categories. In this case, by lemma 3.2.7(ii), we can write 𝑓 = ℎ ◦ 𝑞, where ℎ is an
isofibration and 𝑞 is a right inverse of a trivial fibration, and therefore 𝑞 ∈ W , by (a) and
(c). Also, ℎ is a weak categorical equivalence, so ℎ ∈ W by (c), and finally 𝑓 ∈ W .

(ii) is an immediate consequence of (i). □

Corollary 6.5.3. The class of weak categorical equivalences is stable under finite products.

Proof. Weare easily reduced to checking that for every𝑋 ∈ Ob(sSet), the functor (−)×𝑋 :
sSet → sSet preserves weak categorical equivalences. Hence, let us consider the class
W of morphisms 𝑓 of sSet such that 𝑓 × 𝑋 is a weak categorical equivalence. Clearly
W enjoys the 2-out-of-3 property; also inAn ⊂ W , by corollary 6.1.7(ii). Moreover, every
trivial fibration lies inW (proposition 3.1.9(v)), hence every weak categorical equivalence
lies in W , by proposition 6.5.2(i). □

Corollary 6.5.4. (i) Let 𝑖 : 𝐾 → 𝐿 and 𝑗 : 𝑈 → 𝑉 be two monomorphisms of sSet, and
suppose that either 𝑖 or 𝑗 is a weak categorical equivalence. Then the induced morphism
𝐾 ×𝑉 ∪ 𝐿 ×𝑈 → 𝐿 ×𝑉 is a weak categorical equivalence.

(ii) Every trivial cofibration (resp. cofibration) 𝑖 : 𝐾 → 𝐿, and every fibration 𝑝 : 𝑋 → 𝑌

of the Joyal model category structure induce a trivial fibration (resp. a fibration) :

H𝑜𝑚(𝐿,𝑋 ) →H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 ).
(iii) For every isofibration 𝑝 : 𝑋 → 𝑌 between ∞-categories, and every monomorphism

𝑖 : 𝐾 → 𝐿 of sSet, H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 ) is an∞-category, , and we have :

𝑘 (𝐿,𝑌 ) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐾,𝑋 ) = 𝑘 (H𝑜𝑚(𝐿,𝑌 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐾,𝑋 )) .

(iv) Every monomorphism 𝑖 : 𝐾 → 𝐿 of sSet induces a Kan fibration

𝑘 (𝑖, 𝑋 ) : 𝑘 (𝐿,𝑋 ) → 𝑘 (𝐾,𝑋 ) ∀𝑋 ∈ Ob(Cat∞).

Proof. (i): We consider the commutative diagram of sSet :

𝐾 ×𝑈 𝐾× 𝑗 //

𝑖×𝑈
��

𝐾 ×𝑉
𝑓
��

𝑖×𝑉
((

𝐿 ×𝑈 // 𝐾 ×𝑉 ∪ 𝐿 ×𝑈 // 𝐿 ×𝑉
whose square subdiagram is cocartesian. If 𝑖 is a weak categorical equivalence, the same
holds for 𝑖 × 𝑈 , by corollary 6.5.3, hence the latter is a trivial cofibration for the Joyal
model category structure, and then the same holds for 𝑓 (proposition 3.1.9(v)). By the
same token, 𝑖 ×𝑉 is a weak categorical equivalence, whence the assertion, by the 2-out-
of-3 property of weak categorical equivalences.

(ii): We apply the discussion of §3.1.20 to the functors 𝐹1, 𝐹2 : sSet ⇒ sSet with 𝐹1 :=
𝐾 × (−) and 𝐹2 := 𝐿 × (−) and to the natural transformation 𝜏• : 𝐹1 ⇒ 𝐹2 induced by the
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inclusion 𝑖 : 𝐾 → 𝐿; by §2.1.6 and proposition 3.1.21, we get, for every monomorphism
𝑗 : 𝑈 → 𝑉 a bijection between commutative squares of the type :

𝐾 ×𝑉 ∪ 𝐿 ×𝑈 //

𝑗 ⋄

��

𝑋

𝑝

��
𝐿 ×𝑉 // 𝑌

and

𝑈

𝑗

��

// H𝑜𝑚(𝐿,𝑋 )
𝑝⋄
��

𝑉 // H𝑜𝑚(𝐾,𝑋 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐿,𝑌 )

and between diagonal fillers for such pairs of corresponding squares. Now, if 𝑖 is a trivial
cofibration, then for every such 𝑗 the morphism 𝑗 ⋄ is a trivial cofibration, by (i), so the left
square admits a diagonal filler, and therefore the same holds for the right square, which
shows that 𝑝⋄ is a trivial cofibration. If 𝑖 is only a cofibration, then 𝑗 ⋄ is still a trivial
cofibration, provided that 𝑗 is a trivial cofibration, again by (i), and the same argument
shows that in this case 𝑝⋄ is a fibration of the Joyal model category.

(iii): The first assertion follows immediately from (ii), corollary 6.1.10, and theorem
6.5.1(ii). Next, under the stated conditions on 𝑖 and 𝑝 , the associated morphism (𝑖∗, 𝑝∗)
of theorem 6.4.13(i) is a Kan fibration, and then 𝑍 := 𝑘 (𝐿,𝑌 ) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐾,𝑋 ) is an ∞-
groupoid, by combining with part (ii) of the same theorem. It follows easily that 𝑍 also
represents the fibre product of 𝑘 (𝐿,𝑌 ) and 𝑘 (𝐾,𝑋 ) over 𝑘 (𝐾,𝑌 ) in the category Gpd∞;
likewise, H𝑜𝑚(𝐿,𝑌 ) ×H𝑜𝑚 (𝐾,𝑌 ) H𝑜𝑚(𝐾,𝑋 ) represents the fibre product of H𝑜𝑚(𝐿,𝑌 )
and H𝑜𝑚(𝐾,𝑋 ) over H𝑜𝑚(𝐾,𝑌 ) in the category Cat∞. On the other hand, since the
functor 𝑘 : Cat∞ → Gpd∞ is a right adjoint, it preserves such fibre products ([13,
Prop.2.49(i)]), whence the stated identity, by combining with corollary 6.4.14.

(iv) is the special case of theorem 6.4.13(i) with 𝑌 := Δ0; indeed, the unique morphism
𝑝 : 𝑋 → Δ0 is an isofibration, since 𝑋 is an∞-category (theorem 6.5.1(i,ii)). □

Corollary 6.5.5. Let 𝑋 → 𝑌 be an isofibration between∞-categories. We have :
(i) Every trivial cofibration𝐴→ 𝐵 of the Joyal model structure induces a trivial fibration:

𝛼 : 𝑘 (𝐵,𝑋 ) → 𝑘 (𝐵,𝑌 ) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐴,𝑋 ).
(ii) Every monomorphism𝐶 → 𝐷 of sSet induces a fibration of the Joyal model structure:

𝛽 : ℎ(𝐷,𝑋 ) → ℎ(𝐶,𝑋 ) ×ℎ (𝐶,𝑌 ) ℎ(𝐷,𝑌 ).
(iii) ℎ(𝐴,𝑋 ) is an∞-category, for every 𝐴 ∈ Ob(sSet) and every 𝑋 ∈ Ob(Cat∞).

Proof. (i): We consider the commutative square :

𝑘 (𝐵,𝑋 ) //

𝛼

��

H𝑜𝑚(𝐵,𝑌 )
𝜙

��
𝑘 (𝐵,𝑌 ) ×𝑘 (𝐴,𝑌 ) 𝑘 (𝐴,𝑋 ) // H𝑜𝑚(𝐵,𝑌 ) ×H𝑜𝑚 (𝐴,𝑌 ) H𝑜𝑚(𝐴,𝑋 )

whose bottom (resp. top) horizontal arrow is identified, via corollary 6.5.4(iii), with the in-
clusion of 𝑘 (H𝑜𝑚(𝐵,𝑌 )×H𝑜𝑚 (𝐴,𝑌 )H𝑜𝑚(𝐴,𝑋 )) intoH𝑜𝑚(𝐵,𝑌 )×H𝑜𝑚 (𝐴,𝑌 )H𝑜𝑚(𝐴,𝑋 ))
(resp. via corollary 6.4.14with the inclusion of 𝑘 (H𝑜𝑚(𝐵,𝑋 )) into H𝑜𝑚(𝐵,𝑋 )). Then,
under these natural identifications, 𝛼 corresponds to 𝑘 (𝜙). Now, 𝜙 is a trivial fibration,
by 6.5.4(ii), hence it is conservative (remark 6.2.2(ii)), and therefore the square is cartesian
(lemma 6.4.1(iv)); but then, also 𝛼 is a trivial fibration (proposition 3.1.9(v)).

(ii) follows immediately from (i) and remark 6.4.10(ii).
(iii): We apply (ii) to the monomorphism∅→ 𝐴 and with𝑌 := Δ0; then 𝛽 is the unique

morphism ℎ(𝐴,𝑋 ) → Δ0 (example 6.4.8), whence the assertion, by theorem 6.5.1(i). □
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Lemma 6.5.6. (i) The functor 𝑘 : Cat∞ → Gpd∞ preserves equivalences of ∞-categories.
(ii) 𝜏 : sSet→ Cat sends weak categorical equivalences to equivalences of categories.

Proof. (i): In light of theorem 6.5.1(i), wemay regard (Cat∞)op as the subcategory (sSetop)𝑐
of cofibrant objects of the model category sSetop, where the latter is endowed with the
opposite of the Joyal model category structure (proposition 3.2.4(i)). Then Ken Brown’s
lemma (proposition 3.2.8) applies to 𝑘 , and reduces to showing that 𝑘 sends every trivial
fibration 𝑝 : 𝑋 → 𝑌 between ∞-categories to a trivial fibration 𝑘 (𝑝) : 𝑘 (𝑋 ) → 𝑘 (𝑌 ).
However, every such 𝑝 is conservative (remark 6.2.2(ii)), hence 𝑘 (𝑝) is a pull-back of 𝑝
(lemma 6.4.1(iv)), so the assertion follows as usual from proposition 3.1.9(v).

(ii) follows from proposition 6.2.6 and lemma 3.4.12(iii.a). □

Theorem 6.5.7. Let 𝑓 : 𝑋 → 𝑌 be a morphism of simplicial sets. The following conditions
are equivalent :

(a) 𝑓 is a weak categorical equivalence.
(b) For every∞-category𝑊 , the induced morphism 𝑓 ∗

𝑊
: H𝑜𝑚(𝑌,𝑊 ) →H𝑜𝑚(𝑋,𝑊 )

is an equivalence of ∞-categories.
(c) For every∞-category𝑊 , the induced functor 𝜏 𝑓 ∗

𝑊
: 𝜏H𝑜𝑚(𝑌,𝑊 ) → 𝜏H𝑜𝑚(𝑋,𝑊 )

is an equivalence of categories.
(d) For every ∞-category𝑊 , the induced morphism 𝑘 (𝑓 ,𝑊 ) : 𝑘 (𝑌,𝑊 ) → 𝑘 (𝑋,𝑊 ) is

an equivalence of ∞-groupoids.

Proof. (a)⇒(b): By proposition 3.2.8 and theorem 6.5.1(iii), it suffices to show that the
functorH𝑜𝑚(−,𝑊 ) : sSet→ sSetop sends trivial cofibrations of the Joyalmodel category
to weak categorical equivalences, and the latter follows from corollary 6.5.4(ii).

(b)⇒(c): This follows from theorem 6.5.1(iii) and lemma 6.5.6(ii).
(c)⇒(a): By definition of the Joyal model category structure, and, by virtue of theorem

6.5.1(i), the morphism 𝑓 is a weak categorical equivalence if and only if every∞-category
𝑊 induces a bijection [𝑌,𝑊 ] ∼−→ [𝑋,𝑊 ], where [𝑋,𝑊 ] denotes the set of morphisms
from 𝑋 to𝑊 up to 𝐽 -homotopy equivalence (see definition 4.5.4(iv)). However, by lemma
4.5.8, for given morphisms 𝑔1, 𝑔2 : 𝑋 ⇒ 𝑊 we have [𝑔1] = [𝑔2] in [𝑋,𝑊 ] if and only
if there exists a 𝐽 -homotopy from 𝑔1 to 𝑔2, if and only if there exists an invertible arrow
𝑔1
∼−→ 𝑔2 in H𝑜𝑚(𝑋,𝑊 ) (remark 6.2.2(i)), if and only if there exists an isomorphism

𝑔1
∼−→ 𝑔2 in 𝜏H𝑜𝑚(𝑋,𝑊 ) (corollary 2.6.13(ii)), so if (c) holds, (a) holds as well.
(b)⇒(d): In light of corollary 6.4.14, the assertion follows from lemma 6.5.6(i).
(d)⇒(a): The objects of 𝑘 (𝑋,𝑊 ) are the morphisms 𝑋 → 𝑊 of sSet, and we have

already remarked that the arrows Δ1 → 𝑘 (𝑋,𝑊 ) are the invertible natural transforma-
tions between such morphisms, which are the same as the 𝐽 -homotopies 𝐽 × 𝑋 → 𝑊 .
Combining with proposition 5.4.6(ii), it follows that :

𝜋0 (𝑘 (𝑋,𝑊 )) = [𝑋,𝑊 ] ∀𝑋 ∈ Ob(sSet),∀𝑊 ∈ Ob(Cat∞).

On the other hand, the equivalence of∞-groupoids 𝑘 (𝑓 ,𝑊 ) is a 𝐽 -homotopy equivalence,
and every 𝐽 -homotopy equivalence yields, by restriction, a Δ1-homotopy equivalence,
hence a weak homotopy equivalence, which in turns induces a bijection 𝜋0 (𝑘 (𝑓 ,𝑊 )) :
𝜋0 (𝑘 (𝑌,𝑊 )) ∼−→ 𝜋0 (𝑘 (𝑋,𝑊 )) (proposition 5.4.6(i)), whence (a). □

Theorem 6.5.8. Let 𝑓 : 𝑋 → 𝑌 be a functor between ∞-categories. The following condi-
tions are equivalent :
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(a) 𝑓 is an equivalence of ∞-categories.
(b) For every simplicial set 𝐴, the induced morphism 𝑓𝐴∗ : H𝑜𝑚(𝐴,𝑋 ) →H𝑜𝑚(𝐴,𝑌 )

is an equivalence of ∞-categories.
(c) For every simplicial set𝐴, the induced functor 𝜏 𝑓𝐴∗ : 𝜏H𝑜𝑚(𝐴,𝑋 ) → 𝜏H𝑜𝑚(𝐴,𝑌 )

is an equivalence of categories.
(d) For every simplicial set𝐴, the induced morphism 𝑘 (𝐴, 𝑓 ) : 𝑘 (𝐴,𝑋 ) → 𝑘 (𝐴,𝑌 ) is an

equivalence of ∞-groupoids.
(e) 𝑓 induces an equivalence of ∞-groupoids 𝑘 (Δ𝑛, 𝑋 ) → 𝑘 (Δ𝑛, 𝑌 ) for every 𝑛 ∈ N.

Proof. (a)⇒(b): Let us endow sSetop with the opposite of the Joyal model category struc-
ture (proposition 3.2.4(i)); by proposition 3.2.8 and theorem 6.5.1(i,iii), it suffices to show
that the functor H𝑜𝑚(𝐴,−) : sSetop → sSetop sends trivial cofibrations of sSetop (that is,
trivial fibrations of the Joyal model category) to weak categorical equivalences, and the
latter follows from corollary 6.5.4(ii).

(b)⇒(c),(d): These are proved as the corresponding implications of theorem 6.5.7.
(c)⇒(a): Arguing as in the proof of the corresponding implication of theorem 6.5.7,

we see that (c) implies that every 𝐴 ∈ Ob(sSet) yields a bijection 𝑓𝐴∗ : [𝐴,𝑋 ] ∼−→ [𝐴,𝑌 ],
where [𝐴,𝑋 ] denotes the set of morphisms from 𝐴 to 𝑋 up to 𝐽 -homotopy equivalence,
and likewise for [𝐴,𝑌 ]; then 𝑓 is a 𝐽 -homotopy equivalence (lemma 4.5.3), whence (a).

(d)⇒(a): Arguing as in the proof of the same implication of theorem 6.5.7, we see that
(d) yields a bijection 𝑓𝐴∗ : [𝐴,𝑋 ] ∼−→ [𝐴,𝑌 ] for every 𝐴 ∈ Ob(sSet), whence (a).

Obviously (d)⇒(e); for the converse, letF be the class of all simplicial sets𝐴 such that
𝑘 (𝐴, 𝑓 ) is an equivalence of∞-groupoids; by corollary 2.2.10, it suffices to check :

Claim 6.5.9. F is saturated by monomorphisms.

Proof : The functors 𝑘 (−, 𝑋 ) and 𝑘 (−, 𝑌 ) preserve all small colimits, since they are left
adjoints (lemma 6.4.9 and [13, Prop.2.49(ii)]), so every small family (𝐴𝑖 | 𝑖 ∈ 𝐼 ) of elements
of F induces a commutative diagram whose vertical arrows are isomorphisms of sSet :

𝑘 (⊔𝑖∈𝐼 𝐴𝑖 , 𝑋 )
𝛼 //

��

𝑘 (⊔𝑖∈𝐼 𝐴𝑖 , 𝑌 )

��d
𝑖∈𝐼 𝑘 (𝐴𝑖 , 𝑋 )

𝛽 // d
𝑖∈𝐼 𝑘 (𝐴𝑖 , 𝑌 )

and in order to check that
⊔
𝑖∈𝐼 𝐴𝑖 ∈ F , we are reduced to showing that 𝛽 is a weak ho-

motopy equivalence (theorem 6.5.1(iv)). To this aim, we endow sSetop with the model cat-
egory structure induced by the Kan-Quillen model structure of sSet (proposition 3.2.4(i));
then eachmorphism𝑘 (𝐴𝑖 , 𝑌 ) → 𝑘 (𝐴𝑖 , 𝑋 ) is a weak equivalence between cofibrant objects
of sSetop, so the assertion follows from corollary 3.5.12(i).

Next, let us consider morphisms 𝐿
𝑖←− 𝐾 → 𝐾 ′ of sSet, where 𝑖 is a monomorphism

and 𝐾, 𝐿, 𝐾 ′ ∈ F ; we get an induced commutative diagram of sSet :

D :
𝑘 (𝐿,𝑋 ) 𝑘 (𝑖,𝑋 ) //

��

𝑘 (𝐾,𝑋 )

��

𝑘 (𝐾 ′, 𝑋 )oo

��
𝑘 (𝐿,𝑌 ) 𝑘 (𝑖,𝑌 ) // 𝑘 (𝐾,𝑌 ) 𝑘 (𝐾 ′, 𝑌 )oo

where 𝑘 (𝑖, 𝑋 ) and 𝑘 (𝑖, 𝑌 ) are Kan fibrations, i.e. cofibrations of sSetop (corollary 6.5.4(iv)),
and by assumption the vertical arrows are weak homotopy equivalences. By applying
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corollary 3.6.7 to the diagram Dop in the opposite model category sSetop, we deduce a
weak homotopy equivalence of sSet :

𝑘 (𝐿,𝑋 ) ×𝑘 (𝐾,𝑋 ) 𝑘 (𝐾 ′, 𝑋 ) → 𝑘 (𝐿,𝑌 ) ×𝑘 (𝐾,𝑌 ) 𝑘 (𝐾 ′, 𝑌 ).
However, since 𝑘 (−, 𝑋 ) and 𝑘 (−, 𝑌 ) preserve small colimits, this morphism is naturally
identified with 𝑘 (𝐿 ⊔𝐾 𝐾 ′, 𝑓 ), so 𝐿 ⊔𝐾 𝐾 ′ ∈ F .

Lastly, consider a countable sequence 𝐾0
𝑖0−→ 𝐾1

𝑖1−→ 𝐾2 → · · · of monomorphisms of
sSet, with 𝐾𝑛 ∈ F for every 𝑛 ∈ N; we get an induced commutative diagram of sSet :

· · · // 𝑘 (𝐾2, 𝑋 )
𝑘 (𝑖1,𝑋 ) //

��

𝑘 (𝐾1, 𝑋 )
𝑘 (𝑖0,𝑋 ) //

��

𝑘 (𝐾0, 𝑋 )

��
· · · // 𝑘 (𝐾2, 𝑌 )

𝑘 (𝑖1,𝑌 ) // 𝑘 (𝐾1, 𝑌 )
𝑘 (𝑖0,𝑌 ) // 𝑘 (𝐾0, 𝑌 )

whose vertical arrows are weak homotopy equivalences, and whose horizontal arrows
are Kan fibrations, i.e. cofibrations of sSetop, again by corollary 6.5.4(iv). By corollary
3.5.13 (applied to the opposite model category sSetop), the induced morphism of sSet :

lim←−−
𝑛∈N

𝑘 (𝐾𝑛, 𝑋 ) → lim←−−
𝑛∈N

𝑘 (𝐾𝑛, 𝑌 )

is a weak homotopy equivalence; but since the functors 𝑘 (−, 𝑋 ) and 𝑘 (−, 𝑌 ) preserve
small colimits, this morphism is naturally identified with the morphism

𝑘 ( lim−−→
𝑛∈N

𝐾𝑛, 𝑋 ) → 𝑘 ( lim−−→
𝑛∈N

𝐾𝑛, 𝑌 )

so the colimit of the sequence 𝐾• lies in F , and the proof is concluded. □

Remark 6.5.10. Condition (e) of theorem 6.5.8 shall be sharpened later : see theorem 6.8.1.

6.6. Path spaces and loop spaces. Let 𝑋 be an ∞-category, and 𝑥• := (𝑥0, . . . , 𝑥𝑛) a
sequence of objects of 𝑋 , for some 𝑛 ≥ 0. Recall that (Δ𝑛)0 is naturally identified with
[𝑛] = {0, . . . , 𝑛}, hence the monomorphism 𝑖 : Ob(Δ𝑛) = (Δ0) ( [𝑛] ) → Δ𝑛 as in §6.4.2
yields an evaluation morphism 𝑖∗ : H𝑜𝑚(Δ𝑛, 𝑋 ) → 𝑋𝑛+1. We form the cartesian square :

D𝑥• :
𝑋 (𝑥•) //

��

H𝑜𝑚(Δ𝑛, 𝑋 )
𝑖∗
��

Δ0 𝑥• // 𝑋𝑛+1 .

By construction, we have then 𝑋 (𝑥) = Δ0 for every 𝑥 ∈ 𝑋0, and if 𝑛 = 1, the objects of
𝑋 (𝑥•) are precisely the arrows of 𝑋 of the form 𝑥0 → 𝑥1.

Lemma 6.6.1. 𝑋 (𝑥•) is an∞-groupoid, for every 𝑛 ∈ N and every 𝑥• ∈ (𝑋0)𝑛+1.
Proof. By construction, we have a commutative diagram :

𝑋 (𝑥•) //

𝑞

��

𝑘 (Δ𝑛, 𝑋 ) //

𝑘 (𝑖∗ )
��

H𝑜𝑚(Δ𝑛, 𝑋 )
𝑖∗
��

Δ0 𝑥• // 𝑘 (𝑋 )𝑛+1 // 𝑋𝑛+1

whose two square subdiagrams are cartesian. Now, since 𝑋 is an∞-category, the unique
morphism 𝑝 : 𝑋 → Δ0 is an isofibration; by theorem 6.4.13(i), the induced morphism
𝑘 (𝑖∗) = (𝑖∗, 𝑝∗) : 𝑘 (Δ𝑛, 𝑋 ) → 𝑘 (Δ𝑛,Δ0) ×𝑘 (Ob(Δ𝑛 ),Δ0 ) 𝑘 (Ob(Δ𝑛), 𝑋 ) = 𝑘 (𝑋 )𝑛+1 is a Kan
fibration, so the same holds for 𝑞 (proposition 3.1.9(v)), i.e. 𝑋 (𝑥•) is a Kan complex, and
we conclude with corollary 6.3.14. □
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Example 6.6.2. For every category C and every 𝑥• := (𝑥0, . . . , 𝑥𝑛) ∈ Ob(C )𝑛+1, let us
denote by C (𝑥•) the set of all sequences of morphisms of C of the form 𝑥0 → 𝑥1 →
· · · → 𝑥𝑛 . We have natural identifications :

𝑁 (C ) (𝑥•) ∼−→ 𝑁 (C (𝑥•)) = (Δ0) (C (𝑥• ) ) ∀𝑛 ≥ 0,∀𝑥• ∈ Ob(C )𝑛+1

where the set C (𝑥•) is regarded as a discrete category, as usual. Indeed, example 2.3.6
yields a natural identification : H𝑜𝑚(Δ𝑛, 𝑁C ) ∼−→ 𝑁 (C [𝑛]), under which, the morphism
𝑖∗ corresponds to the nerve of the functor C 𝑗 : C [𝑛] → C 𝑛+1 induced by the functor
𝑗 : Ob( [𝑛], ≤) = {0, . . . , 𝑛} → ([𝑛], ≤) that is the identity on objects. Then, since the
nerve functor is left exact ([13, Prop.2.49(i)]), the diagram D𝑥• is obtained by applying
termwise the nerve functor to the cartesian diagram of Cat :

C (𝑥•) //

��

C [𝑛]

C 𝑗

��
[0] 𝑥• // C 𝑛+1

whence the sought isomorphism. In particular, notice that for 𝑛 = 1, the set C (𝑥,𝑦) asso-
ciated to any given sequence (𝑥,𝑦) of objects of𝑋 is just the usual Hom-set of morphisms
𝑥 → 𝑦 inC . More generally, for any∞-category𝑋 , the special case where𝑛 = 1 is singled
out in the following definition :

Definition 6.6.3. Let 𝑋 be an∞-category, and (𝑥,𝑦) a given pair of objects of 𝑋 .
(i) The∞-groupoid 𝑋 (𝑥,𝑦) is called the path space from 𝑥 to 𝑦 in 𝑋 .
(ii) Notice that 𝑋 (𝑥, 𝑥) has a distinguished object 1𝑥 : 𝑥 → 𝑥 . The pair :

Ω1 (𝑋, 𝑥) := (𝑋 (𝑥, 𝑥), 1𝑥 )
is called the loop space of 𝑋 at the point 𝑥 .

Remark 6.6.4. (i) Let 𝑋 be an ∞-category, 𝑛,𝑚 ∈ N, 𝑥• := (𝑥0, . . . , 𝑥𝑛) ∈ (𝑋0)𝑛+1, and
𝜙 : [𝑚] → [𝑛] any non-decreasing map, inducing a morphism Δ𝜙 : Δ𝑚 → Δ𝑛 of sSet; we
set 𝑥𝜙• := (𝑥𝜙 (0) , . . . , 𝑥𝜙 (𝑚) ). Then there exists a unique morphism of sSet

𝑋 (𝜙) : 𝑋 (𝑥•) → 𝑋 (𝑥𝜙• )
fitting into the commutative diagram :

𝑋 (𝑥•) //
𝑋 (𝜙 )

%%

��

H𝑜𝑚(Δ𝑛, 𝑋 )
H𝑜𝑚 (Δ𝜙 ,𝑋 )

vv

��

𝑋 (𝑥𝜙• ) //

��

H𝑜𝑚(Δ𝑚, 𝑋 )

��
Δ0 𝑥

𝜙
• // 𝑋𝑚+1

Δ0 𝑥• // 𝑋𝑛+1

𝑋𝜙
ii

where 𝑋𝜙 is defined as in §1.2.14.
(ii) Moreover, the datum of (𝑋, 𝑥•) can be regarded as an object of the slice category

(Δ0) ( [𝑛] )/Cat∞, and it is easily seen that the rule (𝑋, 𝑥•) ↦→ 𝑋 (𝑥•) extends to a functor

Π𝑛 : (Δ0) ( [𝑛] )/Cat∞ → Gpd∞.
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Namely, every morphism 𝑓 : (𝑋, 𝑥•) → (𝑌,𝑦•) of (Δ0) ( [𝑛] )/Cat∞ yields a commutative
diagram of sSet :

H𝑜𝑚(Δ𝑛, 𝑋 ) //

��

H𝑜𝑚(Δ𝑛, 𝑌 )

��
𝑋𝑛+1

𝑓 𝑛+1 // 𝑌𝑛+1

and 𝑓 𝑛+1 (𝑥•) = 𝑦•, whence an induced morphism Π𝑛 (𝑓 ) : 𝑋 (𝑥•) → 𝑌 (𝑦•) as required.
(iii) By the same token we get a well-defined functor

Ω1 : Δ0/Cat∞ → Δ0/Gpd∞ (𝑋, 𝑥) ↦→ Ω1 (𝑋, 𝑥).
(iv) Furthermore, since the functors H𝑜𝑚(Δ𝑛,−) and H𝑜𝑚(Ob(Δ𝑛),−) preserve all

representable limits (lemma 1.6.14), combining with corollary 1.4.6(iii), it is easily seen
that the same holds for both Π𝑛 (for every 𝑛 ∈ N) and Ω1 : details left to the reader.

(v) Likewise, since the functors H𝑜𝑚(Δ𝑛,−) and H𝑜𝑚(Ob(Δ𝑛),−) also preserve all
small filtered colimits (example 2.2.12(i)), and since the finite limits of sSet commute with
all small filtered colimits (see §2.1.6), combining with corollary 1.4.6(ii,iii) it follows easily
that both Π𝑛 (for every 𝑛 ∈ N) and Ω1 preserve all small filtered colimits.
Example 6.6.5. (i) Let 𝑋 be an ∞-category, 𝑛 ∈ N, and 𝑥• ∈ 𝑋𝑛+10 . Recall that the
inclusion 𝑗 : 𝑘 (𝑋 ) → 𝑋 is an isofibration (lemma 6.4.1(ii)); arguing as in the proof of
lemma 6.6.1 we get a commutative diagram :

𝑘 (𝑋 ) (𝑥•)
Π𝑛 ( 𝑗 ) //

��

𝑋 (𝑥•) //

��

Δ0

𝑥•
��

𝑘 (Δ𝑛, 𝑘 (𝑋 )) 𝑘 (Δ𝑛, 𝑗 ) // 𝑘 (Δ𝑛, 𝑋 ) 𝑘 (𝑖∗ ) // 𝑘 (𝑋 )𝑛+1

whose two square subdiagrams are cartesian, and 𝑘 (Δ𝑛, 𝑗) is a Kan fibration, by theorem
6.4.13(i). Hence Π𝑛 ( 𝑗) : 𝑘 (𝑋 ) (𝑥•) → 𝑋 (𝑥•) is a Kan fibration (proposition 3.1.9(v)).

(ii) Especially, for every 𝑥 ∈ 𝑋0, the inclusion 𝑗 : 𝑘 (𝑋 ) → 𝑋 induces a Kan fibration
Ω1 ( 𝑗) : Ω1 (𝑘 (𝑋 ), 𝑥) → Ω1 (𝑋, 𝑥).
Proposition 6.6.6. Let 𝑋 be an∞-category; we have a natural bijection :

𝜋0 (𝑋 (𝑥,𝑦)) ∼−→ ho(𝑋 ) (𝑥,𝑦) ∀𝑥,𝑦 ∈ 𝑋0

where ho(𝑋 ) is the Boardman-Vogt homotopy category of 𝑋 (see theorem 2.6.12).

Proof. The morphism 𝑋 → 𝑁 (ho(𝑋 )) of theorem 2.6.12(ii) induces a morphism of sSet :
𝑋 (𝑥,𝑦) → 𝑁 (ho(𝑋 )) (𝑥,𝑦) = 𝑁 (ho(𝑥,𝑦))

(example 6.6.2), that is given on objects by the rule : (𝑓 : 𝑥 → 𝑦) ↦→ [𝑓 ], where [𝑓 ]
denotes the class of 𝑓 in ho(𝑥,𝑦). There follows a surjective map of sets :

𝜋0 (𝑋 (𝑥,𝑦)) → 𝜋0 (𝑁 (ho(𝑥,𝑦))) = ho(𝑥,𝑦)
that is clearly natural with respect to morphisms of (Δ0) ( [1] )/Cat∞, and it remains to
check the injectivity of this map. Hence, let 𝑓 , 𝑔 : 𝑥 ⇒ 𝑦 be two arrows of 𝑋 with
[𝑓 ] = [𝑔]; this means that there exists a 2-simplex 𝑡 : Δ2 → 𝑋 whose restriction to 𝜕Δ2

is the commuting triangle :
𝑦

1𝑦

!!
𝑥

𝑓
==

𝑔 // 𝑦.
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Let 𝑝 : Δ1 × Δ1 → Δ2 be the nerve of the surjective morphism [1] × [1] → [2] of poSet
that maps both (0, 0) and (0, 1) to 0; then 𝑡𝑝 : Δ1 × Δ1 → 𝑋 corresponds to an arrow
𝜏 : 𝑓 → 𝑔 of H𝑜𝑚(Δ1, 𝑋 ), whose compositions with 𝑠 and 𝑡 are respectively 1𝑥 and
1𝑦 . So, 𝜏 lies in 𝑋 (𝑥,𝑦), and shows that the classes of 𝑓 and 𝑔 agree in 𝜋0 (𝑋 (𝑥,𝑦)), as
required. □

The aim of this section is to lift the composition law of the homotopy category of any
∞-category 𝑋 , to operations on the path spaces and loop spaces of 𝑋 . To this purpose,
we shall need the following :

Proposition 6.6.7. For every 𝑛 ≥ 1 we have :
(i) The inclusion 𝑖𝑛 : Δ{𝑛} → 𝑆𝑝𝑛 is a right anodyne extension (see §2.3.7).
(ii) The inclusion 𝑗𝑛 : 𝑆𝑝𝑛 → Δ𝑛 is an inner anodyne extension.

Proof. (i): We argue by induction on 𝑛 ≥ 1 : the case 𝑛 = 1 is trivial. Next, suppose that
(i) holds for some 𝑛 ≥ 1; we consider the commutative diagram :

(∗)
Δ{𝑛}

𝑙𝑛 //

𝑖𝑛

��

Δ{𝑛,𝑛+1}

𝑖′𝑛
��

Δ{𝑛+1}
𝑙𝑛+1oo

𝑖𝑛+1xx
𝑆𝑝𝑛 // 𝑆𝑝𝑛+1

all whose arrows are the natural inclusions. Then the square subdiagram of (∗) is co-
cartesian, and since 𝑖𝑛 is a right anodyne extension, the same holds for 𝑖′𝑛 ; but 𝑙𝑛+1 is right
anodyne as well, so the same follows for 𝑖𝑛+1.

(ii): We argue again by induction on 𝑛 ≥ 1; the cases 𝑛 = 1, 2 are trivial; hence, let
𝑛 ≥ 2, and suppose that 𝑗𝑛 is an inner anodyne extension. We apply proposition 6.3.8(i)
with 𝑖 : ∅→ Δ{𝑛+1} , and 𝑗 := 𝑖𝑛 ; in light of (i), it follows that the inclusion :

𝑆𝑝𝑛 ∗∅ ∪ Δ{𝑛} ∗ Δ{𝑛+1} → 𝑆𝑝𝑛 ∗ Δ{𝑛+1}

is an inner anodyne extension. Recall as well the natural identification (remark 2.4.6(ii))

(∗∗) Δ𝑛 ∗ Δ{𝑛+1} ∼−→ Δ𝑛+1

under which, Δ𝑛 ∗∅ and Δ{𝑛} ∗Δ{𝑛+1} correspond respectively to Δ[𝑛] ⊂ Δ𝑛+1 (the image
of 𝜕𝑛+1𝑛+1 : Δ

𝑛 → Δ𝑛+1) and to Δ{𝑛,𝑛+1} ⊂ Δ𝑛+1. Hence, 𝑆𝑝𝑛 ∗∅∪Δ{𝑛} ∗Δ{𝑛+1} corresponds
to 𝑆𝑝𝑛+1 ⊂ Δ𝑛+1, under the same identification.

Next, we apply again proposition 6.3.8(i) with 𝑖 : ∅ → Δ{𝑛+1} and with 𝑗 := 𝑗𝑛 ; since
by inductive assumption 𝑗𝑛 ∈ inAn, the same then follows for the inclusion :

Δ𝑛 ∗∅ ∪ 𝑆𝑝𝑛 ∗ Δ{𝑛+1} → Δ𝑛 ∗ Δ{𝑛+1}

which, under the identification (∗∗), corresponds to Δ[𝑛] ∪ 𝑆𝑝𝑛 ∗ Δ{𝑛+1} ⊂ Δ𝑛+1.
We are thus reduced to checking that the inclusion 𝑆𝑝𝑛 ∗Δ{𝑛+1} → Δ[𝑛] ∪𝑆𝑝𝑛 ∗Δ{𝑛+1}

is an inner anodyne extension. However, lemma 2.4.10(i) implies that the diagram :

𝑆𝑝𝑛 //

𝑗𝑛
��

𝑆𝑝𝑛 ∗ Δ{𝑛+1}

��
Δ[𝑛] // Δ[𝑛] ∪ 𝑆𝑝𝑛 ∗ Δ{𝑛+1}

is cocartesian, and since 𝑗𝑛 ∈ inAn, the assertion follows. □
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Corollary 6.6.8. (i) Every isofibration 𝑋 → 𝑌 of ∞-categories induces trivial fibrations :

H𝑜𝑚(Δ𝑛, 𝑋 ) →H𝑜𝑚(𝑆𝑝𝑛, 𝑋 ) ×H𝑜𝑚 (𝑆𝑝𝑛,𝑌 ) H𝑜𝑚(Δ𝑛, 𝑌 ) ∀𝑛 ≥ 1.

(ii) In particular, every∞-category 𝑋 induces trivial fibrations :

H𝑜𝑚(Δ𝑛, 𝑋 ) →H𝑜𝑚(𝑆𝑝𝑛, 𝑋 ) ∀𝑛 ≥ 1.

Proof. (i) follows from corollary 6.5.4(ii) and proposition 6.6.7; assertion (ii) is the special
case of (i) where 𝑌 = Δ0. □

Remark 6.6.9. (i) Let𝑋 be an∞-category. Notice that the objects ofH𝑜𝑚(𝑆𝑝2, 𝑋 ) are pre-
cisely the sequences 𝑥• := (𝑥0 → 𝑥1 → 𝑥2) of arrows of𝑋 ; since, by corollary 6.6.8(ii), the
morphism H𝑜𝑚(Δ2, 𝑋 ) →H𝑜𝑚(𝑆𝑝𝑛, 𝑋 ) is a trivial fibration (especially, it admits a sec-
tion), any such 𝑥• can be lifted to an object of H𝑜𝑚(Δ2, 𝑋 ), and any such lifting amounts
to the choice of a composition for the two arrows 𝑥0 → 𝑥1 and 𝑥1 → 𝑥2 composing 𝑥•.

(ii) With the following proposition, we shall extend the observation of (i) to sequences
𝑥• of any length 𝑛 ≥ 1. To this aim, notice first that the inclusion 𝑆𝑝𝑛 → Δ𝑛 induces an
isomorphism Ob(𝑆𝑝𝑛) ∼−→ Ob(Δ𝑛) = (Δ0) ( [𝑛] ) ; thus, the inclusion 𝑖 : Ob(𝑆𝑝𝑛) → 𝑆𝑝𝑛

induces again an evaluation morphism 𝑖∗ : H𝑜𝑚(𝑆𝑝𝑛, 𝑋 ) → 𝑋𝑛+1. We may then state :

Proposition 6.6.10. Let 𝑋 be an ∞-category, and 𝑥• := (𝑥0, . . . , 𝑥𝑛) a sequence of objects
of 𝑋 , for some 𝑛 ≥ 1. The following holds :

(i) We have a cartesian diagram of sSet :
d

0≤𝑖<𝑛 𝑋 (𝑥𝑖 , 𝑥𝑖+1) //

��

H𝑜𝑚(𝑆𝑝𝑛, 𝑋 )
𝑖∗
��

Δ0 𝑥• // 𝑋𝑛+1.

(ii) The trivial fibration of corollary 6.6.8(ii) restricts to a trivial fibration :

𝑋 (𝑥•) →
l

0≤𝑖<𝑛
𝑋 (𝑥𝑖 , 𝑥𝑖+1)

whose composition with the projection onto 𝑋 (𝑥𝑖 , 𝑥𝑖+1) is the morphism 𝑋 (𝜙𝑖 ) : 𝑋 (𝑥•) →
𝑋 (𝑥𝑖 , 𝑥𝑖+1) induced by the inclusion 𝜙𝑖 : Δ{𝑖,𝑖+1} → Δ𝑛 , for 𝑖 = 0, . . . , 𝑛 − 1 (remark 6.6.4(i)).

Proof. (i): Notice first that 𝑆𝑝𝑛 = Δ{0,1} ⊔Δ{1} Δ{1,2} ⊔Δ{2} · · · ⊔Δ{𝑛−1} Δ{𝑛−1,𝑛} . By virtue of
lemma 1.6.14, there follows a natural identification :

H𝑜𝑚(𝑆𝑝𝑛, 𝑋 ) ∼−→H𝑜𝑚(Δ{0,1}, 𝑋 ) ×H𝑜𝑚 (Δ{1},𝑋 ) · · · ×H𝑜𝑚 (Δ{𝑛−1},𝑋 ) H𝑜𝑚(Δ{𝑛−1,𝑛}, 𝑋 ).

Next, let us remark :

Claim 6.6.11. Let C be a category whose fibre products are representable, and let

(𝑓𝑖 : 𝐴′𝑖 → 𝐴𝑖 | 𝑖 = 0, . . . , 𝑛) (𝑔𝑖 : 𝐵𝑖,𝑖+1 → 𝐴𝑖,𝑖+1 := 𝐴𝑖 ×𝐴𝑖+1 | 𝑖 = 0, . . . , 𝑛 − 1)

be two sequences of morphisms of C . Set 𝐴 :=
d𝑛
𝑖=0𝐴𝑖 , 𝐴′ :=

d𝑛
𝑖=0𝐴

′
𝑖 , 𝐴
′
𝑖,𝑖+1 := 𝐴

′
𝑖 ×𝐴′𝑖+1

and 𝐵′𝑖,𝑖+1 := 𝐴
′
𝑖,𝑖+1 ×𝐴𝑖,𝑖+1 𝐵𝑖,𝑖+1 for 𝑖 = 0, . . . , 𝑛 − 1. Then we have a natural isomorphism :

𝐴′ ×𝐴 (𝐵0,1 ×𝐴1 𝐵1,2 ×𝐴2 · · · ×𝐴𝑛−1 𝐵𝑛−1,𝑛) ∼−→ 𝐵′0,1 ×𝐴′1 · · · ×𝐴′𝑛−1 𝐵
′
𝑛−1,𝑛 .

Proof : Left to the reader. 3
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We apply claim 6.6.11 with𝐴′𝑖 := Δ0 and𝐴𝑖 := 𝑋 {𝑖 } = 𝑋 = H𝑜𝑚(Δ{𝑖 }, 𝑋 ) for 𝑖 = 0, . . . 𝑛
(notation of §1.2.14) and with 𝐵𝑖,𝑖+1 := H𝑜𝑚(Δ{𝑖,𝑖+1}, 𝑋 ); then 𝐴𝑖,𝑖+1 = 𝑋 {𝑖,𝑖+1} , and we
take 𝑓𝑖 : Δ0 → 𝑋 to be the object 𝑥𝑖 of 𝑋 for 𝑖 = 0, . . . 𝑛, and 𝑔𝑖 : H𝑜𝑚(Δ{𝑖,𝑖+1}, 𝑋 ) →
𝑋 {𝑖,𝑖+1} the evaluation morphism induced by the inclusion Ob(Δ{𝑖,𝑖+1}) → Δ{𝑖,𝑖+1} . With
this notation, 𝐴 = 𝑋 {0,...,𝑛} = 𝑋𝑛+1 and 𝐴′ = Δ0, and the induced morphism 𝐴′ → 𝐴 is
𝑥• : Δ0 → 𝑋𝑛+1. On the other hand, 𝐴′𝑖,𝑖+1 = 𝑋 (𝑥𝑖 , 𝑥𝑖+1) for 𝑖 = 0, . . . , 𝑛 − 1, whence (i).

(ii): Indeed, by (i) and by construction of 𝑋 (𝑥•) we have a cartesian diagram of sSet :

𝑋 (𝑥•) //

��

H𝑜𝑚(Δ𝑛, 𝑋 )

��d
0≤𝑖<𝑛 𝑋 (𝑥𝑖 , 𝑥𝑖 + 1) // H𝑜𝑚(𝑆𝑝𝑛, 𝑋 )

(since Ob(Δ𝑛) = Ob(𝑆𝑝𝑛)) and we know already that the right vertical morphism is a
trivial fibration, so the same holds for the left vertical one (proposition 3.1.9(v)). □

6.6.12. Now, let 𝑋 be an ∞-category, and 𝑥• := (𝑥0, . . . , 𝑥𝑛) a sequence of objects of 𝑋 ,
for some 𝑛 ≥ 2. Let𝜓𝑛 : [1] → [𝑛] be the map such that 0 ↦→ 0 and 1 ↦→ 𝑛; a composition
law for path spaces is defined as any morphism of the form :

(∗)
l

0≤𝑖<𝑛
𝑋 (𝑥𝑖 , 𝑥𝑖+1)

𝑗
−→ 𝑋 (𝑥•)

𝑋 (𝜓𝑛 )−−−−−→ 𝑋 (𝑥0, 𝑥𝑛)

where 𝑗 is any section of the trivial fibration provided by proposition 6.6.10(ii) (the ex-
istence of such a section is ensured by proposition 4.5.6(i)). Applying the functor 𝜋0 to
such a law (∗) yields, by virtue of propositions 6.6.6 and 5.4.6(i), a map :

l

0≤𝑖<𝑛
ho(𝑋 ) (𝑥𝑖 , 𝑥𝑖+1) → ho(𝑋 ) (𝑥0, 𝑥𝑛)

and a direct inspection of the construction easily shows that the latter is nothing else than
the composition law of the homotopy category ho(𝑋 ).

6.6.13. We proceed similarly for loop spaces : for a given object 𝑥 of 𝑋 and for 𝑛 ≥ 1,
set 𝑥 (𝑛)• := (𝑥, . . . , 𝑥) ∈ 𝑋𝑛+1. We notice that the ∞-groupoid 𝑋 (𝑥 (𝑛)• ) has a distigu-
ished object : namely, the unique morphism 𝜋𝑛 : Δ𝑛 → Δ0 induces a morphism 𝜋∗𝑛 :
H𝑜𝑚(Δ0, 𝑋 ) →H𝑜𝑚(Δ𝑛, 𝑋 ); there follows a commutative diagram :

Δ0 𝑥 // 𝑋 = H𝑜𝑚(Δ0, 𝑋 )
𝜋∗𝑛 // H𝑜𝑚(Δ𝑛, 𝑋 )

𝑖∗
��

Δ0 𝑥• // 𝑋𝑛+1

whence an object called the base point of 𝑋 (𝑥 (𝑛)• ) and denoted also 𝑥 : Δ0 → 𝑋 (𝑥 (𝑛)• ), by a
slight abuse of notation. Since 𝜋𝑛◦Δ𝜙 = 𝜋𝑚 for every non-decreasing map𝜙 : [𝑚] → [𝑛],
it is easily seen that 𝑋 (𝜙) : 𝑋 (𝑥 (𝑛)• ) → 𝑋 (𝑥 (𝑚)• ) preserves the respective base points, for
every such 𝜙 . Clearly, the base point of 𝑋 (𝑥 (1)• ) = 𝑋 (𝑥, 𝑥) is precisely the distinguished
object 1𝑥 : 𝑥 → 𝑥 as in definition 6.6.3(ii); let {1𝑥 } ⊂ 𝑋 (𝑥, 𝑥) be the image of this base
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point 𝑥 : Δ0 → 𝑋 (𝑥, 𝑥). We consider the commutative diagram (notation of §2.1.14) :

(∗∗)
𝑋 (𝑥, 𝑥) ∨ 𝑋 (𝑥, 𝑥) 𝑎 //

��

𝑋 (𝑥 (2)• )

��
𝑋 (𝑥, 𝑥)2 𝑋 (𝑥, 𝑥)2

whose left vertical arrow is the natural inclusion, whose right vertical arrow is the triv-
ial fibration of proposition 6.6.10(ii), and where 𝑎 is the morphism whose restrictions to
𝑋 (𝑥, 𝑥) × {1𝑥 } and to {1𝑥 } × 𝑋 (𝑥, 𝑥) are respectively the compositions :

𝑋 (𝑥, 𝑥) × {1𝑥 } ∼−→ 𝑋 (𝑥, 𝑥)
𝑋 (𝜎2

1 )−−−−−→ 𝑋 (𝑥 (2)• ) {1𝑥 } × 𝑋 (𝑥, 𝑥) ∼−→ 𝑋 (𝑥, 𝑥)
𝑋 (𝜎2

0 )−−−−−→ 𝑋 (𝑥 (2)• )

associated with the degeneracy maps 𝜎20 , 𝜎
2
1 : [2] → [1]; notice that these morphisms

coincide on 𝑋 (𝑥, 𝑥) × {1𝑥 } ∩ {1𝑥 } ×𝑋 (𝑥, 𝑥) = {1𝑥 } × {1𝑥 } ∼−→ Δ0, and on this intersection
they agree with the base point 𝑥 : Δ0 → 𝑋 (𝑥 (2)• ) = 𝑋 (𝑥, 𝑥, 𝑥).

We pick a diagonal filler 𝑗 : 𝑋 (𝑥, 𝑥)2 → 𝑋 (𝑥 (2)• ) for (∗∗); by construction, 𝑗 maps
{1𝑥 } × {1𝑥 } to the base point of 𝑋 (𝑥 (2)• ), so we may regard it as a morphism of Δ0/Gpd∞:

Ω1 (𝑋, 𝑥)2 → (𝑋 (𝑥 (2)• ), 𝑥).

We compose the latter with the morphism 𝑋 (𝜓2) : (𝑋 (𝑥 (2)• ), 𝑥) → Ω1 (𝑋, 𝑥) defined as in
§6.6.12, to get a composition law for loop spaces :

𝛾𝑋,𝑥 : Ω1 (𝑋, 𝑥)2 → Ω1 (𝑋, 𝑥).

Remark 6.6.14. The (unique) isomorphism𝜔 : Δ0 ∼−→ {1𝑥 } can be regarded as an object of
Δ0/Gpd∞, and then the inclusion {1𝑥 } → 𝑋 (𝑥, 𝑥) is a morphism ({1𝑥 }, 𝜔) → Ω1 (𝑋, 𝑥)
of Δ0/Gpd∞. Since moreover 𝜎20 ◦𝜓2 = 1[1] = 𝜎21 ◦𝜓2, the composition law 𝛾𝑋,𝑥 fits into
the commutative diagram of Δ0/Gpd∞ :

Ω1 (𝑋, 𝑥) × {1𝑥 } �
� //

𝑝1 ((

Ω1 (𝑋, 𝑥)2

𝛾𝑋,𝑥
��

{1𝑥 } × Ω1 (𝑋, 𝑥)? _oo

𝑝2vv
Ω1 (𝑋, 𝑥)

where 𝑝1 and 𝑝2 are the natural identifications.

6.7. The Serre long exact sequence. Recall that for every∞-groupoid 𝑋 , the category
ho(𝑋 ) is a groupoid (corollary 2.6.13(i)), hence 𝜋0 (Ω1 (𝑋, 𝑥)) := 𝜋0 (𝑋, 𝑥) is a group, for
every 𝑥 ∈ 𝑋0 (notation of definition 6.6.3(ii)), with the composition law inherited from
ho(𝑥, 𝑥) via the natural bijection 𝜋0 (Ω1 (𝑋, 𝑥)) ∼−→ ho(𝑥, 𝑥) of proposition 6.6.6.

6.7.1. Let us introduce the slice category Gpd∞◦ := Δ0/Gpd∞; then we define inductively

Ω𝑛+1 (𝑋, 𝑥) := Ω1 (Ω𝑛 (𝑋, 𝑥)) ∀𝑛 ≥ 1,∀(𝑋, 𝑥) ∈ Ob(Gpd∞◦ ).

For every 𝑛 ≥ 1, we then get the 𝑛-th homotopy group of 𝑋 at the point 𝑥 , defined as

𝜋𝑛 (𝑋, 𝑥) := 𝜋0 (Ω𝑛 (𝑋, 𝑥)).

Likewise, we shall sometimes use the notation :

𝜋0 (𝑋, 𝑥) := (𝜋0 (𝑋 ), [𝑥])
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where [𝑥] ∈ 𝜋0 (𝑋 ) denotes the class of 𝑥 : Δ0 → 𝑋 . Let Grp be the category of groups;
clearly, we get well-defined functors :

Ω𝑛 : Gpd∞◦ → Gpd∞◦ 𝜋0 : Gpd∞◦ → Set◦ 𝜋𝑛 : Gpd∞◦ → Grp ∀𝑛 ≥ 1.

Lemma 6.7.1. (i) The functor 𝜋0 : Gpd∞◦ → sSet◦ preserves all small filtered colimits.
(ii) The functor 𝜋𝑛 : Gpd∞◦ → Grp preserves all small filtered colimits, for every 𝑛 ≥ 1.

Proof. (i): This functor 𝜋0 is the restriction of the functor Δ0/𝜋0 : sSet◦ → Set◦ induced
by 𝜋0 : sSet → Set according to §1.4.8, which shows that Δ0/𝜋0 is still a left adjoint, and
therefore preserves all representable colimits of sSet◦ ([13, Prop.2.49(ii)]).

Next, by proposition 5.1.11(iii), the class Ob(Gpd∞) of Kan complexes is stable under
filtered colimits in sSet; in light of [13, Lemma 2.52(i)] and corollary 1.4.6(ii), we deduce
that Gpd∞◦ is 𝐼 -cocomplete for every small filtered category 𝐼 , and the inclusion functor
Gpd∞◦ → sSet◦ preserves and reflects 𝐼 -colimits, for every such 𝐼 , whence the assertion.

(ii): Likewise, Ω𝑛 preserves all small filtered colimits, for every 𝑛 ≥ 1 (remark 6.6.4(v)),
and moreover the forgetful functor Grp → Set preserves and reflects all small filtered
colimits; combining with (i), we deduce that 𝜋𝑛 preserves all small filtered colimits. □

Proposition 6.7.2. The group 𝜋𝑛 (𝑋, 𝑥) is abelian for every 𝑛 ≥ 2.

Proof. Clearly, it suffices to show that 𝜋2 (𝑋, 𝑥) is abelian. To this aim, we consider the
composition law of §6.6.13

𝛾𝑋,𝑥 : Ω1 (𝑋, 𝑥) × Ω1 (𝑋, 𝑥) → Ω1 (𝑋, 𝑥).
Since Ω1 preserves products (remark 6.6.4(iv)), we deduce two morphisms of Δ0/Gpd∞:

Ω2 (𝑋, 𝑥)
𝛾Ω1 (𝑋,𝑥 )←−−−−−− Ω2 (𝑋, 𝑥) × Ω2 (𝑋, 𝑥)

Ω1 (𝛾𝑋,𝑥 )−−−−−−−→ Ω2 (𝑋, , 𝑥)
and recall that also 𝜋0 preserves finite products (proposition 5.4.6(i)). Then, let us set :

𝑎 • 𝑏 := 𝜋0 (Ω1 (𝑐𝑋 )) (𝑎, 𝑏) 𝑎 ◦ 𝑏 := 𝜋0 (𝑐Ω1 (𝑋,𝑥 ) ) (𝑎, 𝑏) ∀𝑎, 𝑏 ∈ 𝜋2 (𝑋, 𝑥).
Hence, − ◦ − is just the composition law of the group 𝜋2 (𝑋, 𝑥), whose neutral element is
the class [𝑥] of the base point 𝑥 : Δ0 → Ω2 (𝑋, 𝑥); whereas−•− is a group homomorphism
𝜋2 (𝑋, 𝑥) × 𝜋2 (𝑋, 𝑥) → 𝜋2 (𝑋, 𝑥), so that :

(𝑎 • 𝑏) ◦ (𝑐 • 𝑑) = (𝑎 ◦ 𝑐) • (𝑏 ◦ 𝑑) ∀𝑎, 𝑏, 𝑐, 𝑑 ∈ 𝜋2 (𝑋, 𝑥).

Claim 6.7.3. We have 𝑎 • [𝑥] = 𝑎 = [𝑥] • 𝑎 for every 𝑎 ∈ 𝜋2 (𝑋, 𝑥).
Proof : With the notation of §6.6.13, let 𝜔 : Δ0 ∼−→ {1𝑥 } be the unique isomorphism; it is
easily seen that there exists a unique isomorphism Ω1 ({1𝑥 }, 𝜔) ∼−→ (Δ0, 1Δ0 ), and since
the inclusion of {1𝑥 } into 𝑋 (𝑥, 𝑥) is a morphism 𝑖 : ({1𝑥 }, 𝜔) → Ω1 (𝑋, 𝑥) of Δ0/Gpd∞,
we get a morphism Ω1 (𝑖) : (Δ0, 1Δ0 ) → Ω2 (𝑋, 𝑥) of Δ0/Gpd∞. This means that Ω1 (𝑖)
preserves the base points, i.e. Ω1 (𝑖) : Δ0 → Ω2 (𝑋, 𝑥) is the base point 𝑥 of Ω2 (𝑋, 𝑥).
Therefore, by applying the functor Ω1 to the commutative diagram of remark 6.6.14, we
get a commutative diagram :

Ω2 (𝑋, 𝑥) × Δ0 Ω2 (𝑋,𝑥 )×𝑥 //

𝑝1 ++

Ω2 (𝑋, 𝑥) × Ω2 (𝑋, 𝑥)
Ω1 (𝛾𝑋,𝑥 )
��

Δ0 × Ω1 (𝑋, 𝑥)𝑥×Ω2 (𝑋,𝑥 )oo

𝑝2ss
Ω2 (𝑋, 𝑥)

where 𝑝1 and 𝑝2 are the natural identifications. The assertion then follows, after applying
the functor 𝜋0 to this diagram. 3
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We may now compute :

𝑎 ◦ 𝑏 = (𝑎 • [𝑥]) ◦ ([𝑥] • 𝑏) = (𝑎 ◦ [𝑥]) • ([𝑥] ◦ 𝑏) = 𝑎 • 𝑏
𝑏 ◦ 𝑎 = ( [𝑥] • 𝑏) ◦ (𝑎 • [𝑥]) = ( [𝑥] ◦ 𝑎) • (𝑏 ◦ [𝑥]) = 𝑎 • 𝑏

whence 𝑎 ◦ 𝑏 = 𝑏 ◦ 𝑎, as required. □

Proposition 6.7.4. Let 𝑓 : 𝑋 → 𝑌 be an equivalence of ∞-groupoids, and 𝑥 ∈ 𝑋0. Then :

(i) 𝑓 induces an equivalence of ∞-groupoids Ω1 (𝑓 , 𝑥) : Ω1 (𝑋, 𝑥) → Ω1 (𝑌, 𝑓 (𝑥)).
(ii) The induced map 𝜋𝑛 (𝑋, 𝑥) → 𝜋𝑛 (𝑌, 𝑓 (𝑥)) is a group isomorphism, for every 𝑛 ≥ 1.

Proof. (i): We have the commutative square :

D :
H𝑜𝑚(Δ1, 𝑋 )

𝑓∗ //

𝑝

��

H𝑜𝑚(Δ1, 𝑌 )
𝑞

��
𝑋 × 𝑋

𝑓 ×𝑓 // 𝑌 × 𝑌

whose top (resp. bottom) horizontal arrow is an equivalence of∞-groupoids, by virtue of
theorem 6.5.8 and lemma 6.4.6(iii) (resp. by virtue of corollary 6.5.3, theorem 6.5.1(iv) and
example 2.6.2(ii)), and where 𝑝 and 𝑞 are the evaluation morphisms as in §6.6. Hence,
𝑓∗ and 𝑓 × 𝑓 are weak homotopy equivalences (theorem 6.5.1(iv)), so D is homotopy
cartesian for the Kan-Quillen model category (lemma 3.6.4(iii)). Moreover, 𝑝 and 𝑞 are
Kan fibrations, by corollary 5.1.12(i); hence, 𝑓∗ restricts to a weak homotopy equivalence
𝑝−1 (𝑥, 𝑥) → 𝑞−1 (𝑓 (𝑥), 𝑓 (𝑥)), by corollary 5.4.3. The latter is precisely the morphism
Ω1 (𝑓 , 𝑥), and we conclude with theorem 6.5.1(iv).

(ii): In light of (i) (and again, with theorem 6.5.1(iv)), an easy induction shows that 𝑓
induces a weak homotopy equivalence Ω𝑛 (𝑋, 𝑥) → Ω𝑛 (𝑌, 𝑓 (𝑥)) for every 𝑛 ≥ 1; then
we conclude with proposition 5.4.6(i). □

6.7.5. Let𝑋 be a simplicial set and 𝑥 ∈ 𝑋0; recall that Ex∞ (𝑋 ) is an∞-groupoid (theorem
5.3.9), and the natural transformation 𝛽∞

𝑋
: 𝑋 → Ex∞ (𝑋 ) is a weak homotopy equivalence,

that yields a natural identification on objects : 𝑋0
∼−→ Ex∞ (𝑋 )0 (lemma 5.3.8(i,iii)), so by

a small abuse of notation we may define :

𝜋𝑛 (𝑋, 𝑥) := 𝜋𝑛 (Ex∞ (𝑋 ), 𝑥) ∀𝑛 ∈ N.

By virtue of propositions 5.4.6(i) and 6.7.4(ii), and theorem 6.5.1(iv), the resulting functors

𝜋0 : sSet◦ → Set◦ and 𝜋𝑛 : sSet◦ → Grp ∀𝑛 ≥ 1

extend, up to natural isomorphism, the functors 𝜋𝑛 defined in §6.7.1 on the full subcate-
gory Gpd∞◦ (notation of §2.1.14).

Corollary 6.7.6. Every weak homotopy equivalence 𝑓 : 𝑋 → 𝑌 of sSet induces group
isomorphisms :

𝜋𝑛 (𝑓 , 𝑥) : 𝜋𝑛 (𝑋, 𝑥) ∼−→ 𝜋𝑛 (𝑌, 𝑓 (𝑥)) ∀𝑛 ≥ 1,∀𝑥 ∈ 𝑋0.

Proof. This follows immediately from proposition 6.7.4(ii), lemma 5.3.8(i) and theorem
6.5.1(iv). □
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6.7.7. For every 𝑛 ∈ N we define the simplicial 𝑛-sphere 𝑆𝑛 , as follows. For 𝑛 = 0, we set
𝑆0 := 𝜕Δ1, and for 𝑛 = 1 we let 𝑆1 as the push-out in the cocartesian diagram :

𝑆0 //

��

Δ1

��
Δ0 // 𝑆1

(notation of example 2.1.15(i)). Lastly, we define inductively

𝑆𝑛 := 𝑆1 ∧ 𝑆𝑛−1 ∀𝑛 ≥ 2.

Proposition 6.7.8. Let 𝑋 ∈ Ob(Gpd∞◦ ), and 𝑛 ≥ 1 an integer. Then :
(i) With the notation of §6.7.7, we have a natural isomorphism of sSet◦ :

H𝑜𝑚◦ (𝑆𝑛, 𝑋 ) ∼−→ Ω𝑛 (𝑋 ).

(ii) Also, with the notation of example 2.1.15(i), we have natural isomorphisms of Set◦ :

𝜋0 (H𝑜𝑚◦ ((𝜕Δ𝑛+1, 𝑎), 𝑋 )) ∼−→ 𝜋𝑛 (𝑋 ) ∀𝑎 ∈ (𝜕Δ𝑛+1)0.

(iii) The functor Ω𝑛 preserves pointed Kan fibrations between pointed Kan complexes.

Proof. (i): We argue by induction on 𝑛 ≥ 1. The case where 𝑛 = 1 follows directly from
lemma 1.6.14. Now, suppose that we have already exhibited such a natural isomorphism
for some 𝑛 ≥ 1; with proposition 2.1.16(ii), we get induced isomorphisms :

H𝑜𝑚◦ (𝑆𝑛+1, 𝑋 ) = H𝑜𝑚◦ (𝑆1 ∧ 𝑆𝑛, 𝑋 ) ∼−→H𝑜𝑚◦ (𝑆1,H𝑜𝑚◦ (𝑆𝑛, 𝑋 ))
∼−→H𝑜𝑚◦ (𝑆1,Ω𝑛 (𝑋 ))
∼−→ Ω1 (Ω𝑛 (𝑋 )) = Ω𝑛+1 (𝑋 ).

(ii): Here, the group 𝜋𝑛 (𝑋 ) is naturally a pointed set, with base point given by the
neutral element; also, the stated naturality is meant with respect to morphisms 𝑋 → 𝑋 ′

of Gpd∞◦ . Now, a simple induction shows that, for every 𝑛 ≥ 1, the simplicial set 𝑆𝑛
underlying 𝑆𝑛 has a unique object 0𝑛 : Δ0 → 𝑆𝑛 , so that 𝑆𝑛 = (𝑆𝑛, 0𝑛). We prove first :

Claim 6.7.9. For every 𝑛 ∈ N, there exists an isomorphism 𝜕Δ𝑛+1 ∼−→ 𝑆𝑛 in ho(sSet).
Proof : We argue by induction on 𝑛 : for 𝑛 = 0, the sought isomorphism is just the identity
of 𝜕Δ1. Next, suppose that the assertion is known for some 𝑛 ∈ N; recall that the functor
− ∧ 𝑆𝑛−1 : sSet◦ → sSet◦ admits a right adjoint (proposition 2.1.16(i)), so it preserves all
representable colimits ([13, Prop.2.49(ii)]); combining with corollary 1.4.6(ii), we deduce
that both commutative squares :

(∗)
𝜕Δ𝑛 //

��

Λ𝑛+1𝑛+1

��

𝑆0 ∧ 𝑆𝑛−1 //

��

Δ1 ∧ 𝑆𝑛−1

��
Δ𝑛 // 𝜕Δ𝑛+1 Δ0 ∧ 𝑆𝑛−1 // 𝑆𝑛

are cocartesian in sSet. Moreover, we have natural identifications : 𝑆0 ∧ 𝑆𝑛−1 ∼−→ 𝑆𝑛−1

and Δ0 ∧ 𝑆𝑛−1 ∼−→ Δ0 (proposition 2.1.16(ii)). Futhermore, since the projection Δ𝑛 → Δ0

is a weak homotopy equivalence for every 𝑛 ∈ N (lemma 5.1.17(ii)), the same holds for
the induced morphism Δ1 ∧ 𝑆𝑛−1 → Δ0 ∧ 𝑆𝑛−1 ∼−→ Δ0. Likewise, the inclusion Λ𝑛+1𝑛+1 →
Δ𝑛+1 is an anodyne extension (corollary 5.1.6), so it is a weak homotopy equivalence, and
therefore the same holds for the projection Λ𝑛+1𝑛+1 → Δ0, by the 2-out-of-3 property of
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the class of weak homotopy equivalences. Summing up, we get commutative diagrams,
whose vertical arrows are weak homotopy equivalences :

(∗∗)
Δ𝑛

��

𝜕Δ𝑛oo // Λ𝑛+1𝑛+1

��

Δ0 𝑆𝑛−1oo //

��

Δ1 ∧ 𝑆𝑛−1

��
Δ0 𝜕Δ𝑛oo // Δ0 Δ0 𝑆𝑛−1oo // Δ0 .

Recall also that the functor−∧𝑆𝑛−1 preserves monomorphisms (corollary 5.4.11(i)); hence
all the horizontal arrows of both squares (∗) are monomorphisms, and therefore these two
squares are also homotopy cocartesian (proposition 3.6.5(i.b)).

Let 𝛽∞
𝑆𝑛−1

: 𝑆𝑛−1 → Ex∞ (𝑆𝑛−1) be the trivial cofibration provided by lemma 5.3.8(i);
by inductive assumption we have an isomorphism 𝜙 : 𝜕Δ𝑛 ∼−→ 𝑆𝑛−1 in ho(sSet), and
since Ex∞ (𝑆𝑛−1) is a Kan complex (theorem 5.3.9), there exists a morphism 𝑓 : 𝜕Δ𝑛 →
Ex∞ (𝑆𝑛−1) in sSet such that 𝛾 (𝑓 ) = 𝛾 (𝛽∞

𝑆𝑛−1
) ◦ 𝜙 , where 𝛾 : sSet → ho(sSet) is the

localization (remark 3.3.7(iv)). Clearly 𝛾 (𝑓 ) is an isomorphism of ho(sSet), so 𝑓 is a weak
homotopy equivalence (theorem 3.3.9(ii)). Hence, we get a commutative diagram of sSet:

Δ0 𝜕Δ𝑛oo //

𝑓

��

Δ0

Δ0 Ex∞ (𝑆𝑛−1)oo // Δ0

Δ0 𝑆𝑛−1oo //

𝛽∞
𝑆𝑛−1

OO

Δ0

whose vertical arrows are weak homotopy equivalences. Combining with (∗∗), we con-
clude that, both with 𝑋 = 𝜕Δ𝑛+1 and with 𝑋 = 𝑆𝑛 , we get a homotopy cocartesian square:

Ex∞ (𝑆𝑛−1)

��

// Δ0

��
Δ0 // 𝑋

whence an isomorphism 𝜕Δ𝑛+1 ∼−→ 𝑆𝑛 of ho(sSet). 3

Now, we have already remarked that claim 6.7.9 implies the existence of a weak homo-
topy equivalence 𝑓𝑛 : 𝜕Δ𝑛+1 → Ex∞ (𝑆𝑛) for every 𝑛 ∈ N. Moreover, recall that Ex∞ (𝑆𝑛)
has a unique object 0𝑛 : Δ0 → Ex∞ (𝑆𝑛) (lemma 5.3.8(iii)), hence any object 𝑎 of 𝜕Δ𝑛+1
yields a pointed weak homotopy equivalence 𝑓𝑛 : (𝜕Δ𝑛+1, 𝑎) → (Ex∞ (𝑆𝑛), 0𝑛), and we
have as well the pointed weak homotopy equivalence 𝛽∞

𝑆𝑛
: (𝑆𝑛, 0𝑛) → (Ex∞ (𝑆𝑛), 0𝑛).

Hence, assertion (ii) follows, by combining with (i) and corollary 5.4.10.
(iii) follows from (i) and corollary 5.1.12(ii). □

Lemma 6.7.10. Denote by Δ1/Gpd∞ the full subcategory of the slice category Δ1/sSet
whose objects are the pairs 𝑋 := (𝑋,ℎ : Δ1 → 𝑋 ) with 𝑋 ∈ Ob(Gpd∞); also, for 𝑖 = 0, 1 let
𝑑𝑖 : Δ1/Gpd∞ → Gpd∞◦ be the restriction of the functor 𝜕1

𝑖! : Δ
1/sSet → sSet◦ induced by

𝜕1𝑖 : Δ
0 → Δ1 (see §1.4.1). For every 𝑛 ≥ 1 and 𝑖 = 0, 1 there exist a functor

𝐿𝑛 : Δ1/Gpd∞ → Δ1/Gpd∞ and natural transformations 𝜔𝑛,𝑖• : Ω𝑛 ◦ 𝑑𝑖 ⇒ 𝑑𝑖 ◦ 𝐿𝑛

such that 𝜔𝑛,𝑖
𝑋

is a pointed weak homotopy equivalence for every 𝑋 ∈ Ob(Δ1/Gpd∞).



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 284

Proof. Let 𝑋 := (𝑋,ℎ) ∈ Ob(Δ1/Gpd∞), and set 𝑥𝑖 := ℎ ◦ 𝜕1𝑖 : Δ0 → 𝑋 for 𝑖 = 0, 1; we
consider the cartesian squares of sSet :

Ω1 (𝑋, 𝑥𝑖 )
𝑗𝑖 //

��

𝐹 //

𝑞

��

H𝑜𝑚(Δ1, 𝑋 )
(𝜕1∗1 ,𝜕1∗0 )
��

Δ0 𝜕1𝑖 // Δ1 (ℎ,ℎ) // 𝑋 × 𝑋 .
By applying corollary 5.1.12(i) to the projection 𝑝 : 𝑋 → Δ0 and the monomorphism
𝑖 := (𝜕10, 𝜕11) : Δ0 ⊔Δ0 → Δ1 we see that (𝜕1∗1 , 𝜕1∗0 ) is a Kan fibration, hence the same holds
for 𝑞 (proposition 3.1.9(v)). On the other hand, 𝜕1𝑖 is a weak homotopy equivalence for
𝑖 = 0, 1 (lemma 5.1.17(i)), hence the same holds for 𝑗𝑖 (corollary 5.4.1).
• Next, let 𝑝1 : Δ1 × Δ1 → Δ1 be the projection onto the first factor; the morphism

ℎ ◦ 𝑝1 : Δ1 × Δ1 → 𝑋 defines a 1-simplex 𝐻 : Δ1 → H𝑜𝑚(Δ1, 𝑋 ) of H𝑜𝑚(Δ1, 𝑋 )
(see §2.1.6) such that 𝐻 ◦ 𝜕1𝑖 : Δ0 → H𝑜𝑚(Δ1, 𝑋 ) corresponds to the unique morphism
Δ1 → 𝑋 that factors through 𝑥𝑖 , i.e. 𝐻 ◦ 𝜕1𝑖 = 1𝑥𝑖 for 𝑖 = 0, 1. On the other hand,
(𝜕1∗1 , 𝜕1∗0 ) ◦ 𝐻 = (ℎ,ℎ), so 𝐻 yields a 1-simplex of 𝐹 that we denote again 𝐻 : Δ1 → 𝐹 .
• By theorem 5.3.9 and lemma 5.3.8(i), we may then set

𝐿1 (𝑋 ) := (Ex∞ (𝐹 ), 𝛽∞𝐹 ◦ 𝐻 ) ∈ Ob(Δ1/Gpd∞) and 𝜔
1,𝑖
𝑋

:= 𝛽∞𝐹 ◦ 𝑗𝑖 for 𝑖 = 0, 1.

Recall that the base point of Ω1 (𝑋, 𝑥𝑖 ) is 1𝑥𝑖 , so 𝜔
1,𝑖
𝑋

is indeed a morphism of pointed
simplicial sets Ω1 (𝑋, 𝑥𝑖 ) → 𝑑𝑖 ◦𝐿1 (𝑋 ) = (Ex∞ (𝐹 ), 𝛽∞

𝐹
◦ 1𝑥𝑖 ), for 𝑖 = 0, 1. The functoriality

of 𝐿1 and the naturality of 𝜔1,𝑖
• follow by a direct inspection of the constructions : details

left to the reader; this completes the proof for 𝑛 = 1.
• Lastly, for every 𝑛 ≥ 1 and 𝑖 = 0, 1 we define inductively 𝐿𝑛+1 := 𝐿𝑛 ◦ 𝐿, and we let

𝜔
𝑛+1,𝑖
• be the composition :

Ω𝑛+1 ◦ 𝑑𝑖 = Ω𝑛 ◦ Ω1 ◦ 𝑑𝑖
Ω𝑛★𝜔1,𝑖

+3 Ω𝑛 ◦ 𝑑𝑖 ◦ 𝐿
𝜔𝑛,𝑖★𝐿 +3 𝑑𝑖 ◦ 𝐿𝑛 .

By theorem 6.5.1(iv), proposition 6.7.4(i), and the foregoing case 𝑛 = 1, we see inductively
that 𝜔𝑛,𝑖

𝑋
is a pointed weak homotopy equivalence for every 𝑛 ≥ 1, for 𝑖 = 0, 1, and for

every 𝑋 ∈ Ob(Δ1/Gpd∞), so the proof is concluded. □

Proposition 6.7.11. Let 𝑋 be a simplicial set. Then 𝑋 is weakly contractible (see definition
5.1.2(ii)) if and only if the following two conditions hold :

(a) 𝑋 is connected (see §2.1.11).
(b) For every 𝑛 ≥ 1 there exists 𝑥𝑛 ∈ 𝑋0 such that 𝜋𝑛 (𝑋, 𝑥𝑛) is a trivial group.

Proof. The conditions are necessary, in view of corollary 6.7.6, proposition 5.4.6(i) and
example 2.1.13. For the converse, after replacing 𝑋 by Ex∞ (𝑋 ), we may assume that 𝑋 is
a Kan complex. We first remark :

Claim 6.7.12. If (a) and (b) hold, 𝜋𝑛 (𝑋, 𝑥) is a trivial group for all 𝑛 ≥ 1 and all 𝑥 ∈ 𝑋0.
Proof : (i): Let 𝑥𝑛 ∈ 𝑋 such that 𝜋𝑛 (𝑋, 𝑥𝑛) is a trivial group, and 𝑥 any other object of 𝑋 .
By assumption, the morphisms 𝑥, 𝑥𝑛 : Δ0 → 𝑋 are Δ1-homotopy equivalent (proposition
5.4.6(ii)); since 𝑋 is a Kan complex, we have then a Δ1-homotopy ℎ : Δ1 → 𝑋 from 𝑥 to
𝑥𝑛 (lemma 3.2.11(ii)). We apply lemma 6.7.10 to 𝑋 := (𝑋,ℎ), to get 𝐿(𝑋 ) = (𝐿𝑋,𝐻 : Δ1 →
𝐿𝑋 ) ∈ Ob(Δ1/Gpd∞) and pointed weak homotopy equivalences :

Ω𝑛 (𝑋, 𝑥) → (𝐿𝑋,𝐻 ◦ 𝜕11) Ω𝑛 (𝑋, 𝑥𝑛) → (𝐿𝑋,𝐻 ◦ 𝜕10).
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Since Ω𝑛 (𝑋, 𝑥𝑛) is connected, it follows that the same holds for 𝐿𝑋 (proposition 5.4.6(i)),
and then also for Ω𝑛 (𝑋, 𝑥), whence the claim. 3

By virtue of proposition 6.7.8(ii), claim 6.7.12 means that for every such 𝑛 and every
morphism 𝑓 : 𝜕Δ𝑛 → 𝑋 , there exists 𝑥 ∈ 𝑋0 and a morphism ℎ : Δ1 × 𝜕Δ𝑛 → 𝑋

that is a homotopy from 𝑓 to the unique morphism 𝑔 : 𝜕Δ𝑛 → 𝑋 that factors through
𝑥 : Δ0 → 𝑋 . Let also 𝑝 : Δ𝑛 → 𝑋 be the projection; we then get a morphism (ℎ, 𝑥 ◦ 𝑝) :
Δ1 × 𝜕Δ𝑛 ∪ {1} × Δ𝑛 → 𝑋 , which extends to a morphism 𝐻 : Δ1 × Δ𝑛 → 𝑋 , since 𝑋 is a
Kan complex (corollary 5.1.6). The restriction of 𝐻 to {0} × Δ𝑛 extends 𝑓 ; summing up,
we have shown that for every 𝑛 ≥ 1, every morphism 𝜕Δ𝑛 → 𝑋 extends to a morphism
Δ𝑛 → 𝑋 . The same holds also for 𝑛 = 0, since 𝑋 is connected (hence, non-empty); since
{𝜕Δ𝑛 → Δ𝑛 | 𝑛 ∈ N} is a cellular model for sSet, we conclude that the unique morphism
𝑋 → Δ0 is a trivial fibration, and especially, a weak homotopy equivalence. □

Theorem 6.7.13. Let 𝑓 : 𝑋 → 𝑌 be a Kan fibration of sSet, and 𝑥 ∈ 𝑋0. Set 𝑦 := 𝑓 (𝑥),
𝐹 := 𝑓 −1 (𝑦) (notation of definition 2.5.1(iv)), 𝑋 := (𝑋, 𝑥), 𝑌 := (𝑌,𝑦), 𝐹 := (𝐹, 𝑥), and let
𝑗 : 𝐹 → 𝑋 be the inclusion. Then 𝑓 induces a natural long exact sequence of pointed sets :

· · · → 𝜋𝑛 (𝐹 )
𝜋𝑛 ( 𝑗 )−−−−→ 𝜋𝑛 (𝑋 )

𝜋𝑛 (𝑓 )−−−−→ 𝜋𝑛 (𝑌 )
𝜕𝑓 ,𝑛−−−→ 𝜋𝑛−1 (𝐹 )→ · · · →𝜋0 (𝐹 )→𝜋0 (𝑋 )→𝜋0 (𝑌 )

that we call the Serre long exact sequence attached to 𝑓 and 𝑥 . Its restriction to the terms
𝜋𝑛 (−) with 𝑛 > 0 (resp. 𝑛 > 1) is a long exact sequence of groups (resp. of abelian groups).

Proof. We say that a sequence (𝑓𝑛 : (𝑆𝑛, 𝑠𝑛) → (𝑆𝑛−1, 𝑠𝑛−1) | 𝑛 ∈ Z) of morphisms of Set◦
is exact if 𝑓𝑛+1 (𝑆𝑛+1) = 𝑓 −1𝑛 (𝑠𝑛−1) for every 𝑛 ∈ Z. To begin with, we remark :

Claim 6.7.14. Consider a homotopy cartesian diagram of sSet :

(D) :
𝐴′

ℎ //

𝑝′
��

𝐴

𝑝
��

𝐵′
𝑔 // 𝐵

with 𝐵′ weakly contractible. Then every 𝑎′ ∈ 𝐴′0 induces an exact sequence of Set◦ :

(∗) 𝜋0 (𝐴′, 𝑎′)
𝜋0 (ℎ)−−−−→ 𝜋0 (𝐴, 𝑎)

𝜋0 (𝑝 )−−−−→ 𝜋0 (𝐵,𝑏) with 𝑎 := ℎ(𝑎′) and 𝑏 := 𝑝 (𝑎).
Proof : According to example 3.6.2(iii), there exists a cartesian square (E) of sSet consisting
of Kan fibrations between Kan complexes, and a weak equivalence 𝜔 : (D) → (E) of
sSet�. By proposition 5.4.6(i), 𝜔 identifies (∗) with the corresponding sequence induced
by (E) and the image of 𝑎′ in (E). Thus, after replacing (D) by (E) we may assume that
(D) is cartesian and that both 𝑝 and 𝑝′ are Kan fibrations between Kan complexes.

Next, let 𝑏′ := 𝑝′ (𝑎′), and denote by 𝐴′′ ⊂ 𝐴′ the fibre of 𝑝′ over 𝑏′; we get another
cartesian and homotopy cartesian square of sSet :

(D′) :
𝐴′′

𝑗 //

��

𝐴′

𝑝′
��

Δ0 𝑏′ // 𝐵′

and moreover, since the unique morphism 𝐵′ → Δ0 is a weak homotopy equivalence, the
same holds for 𝑏′, so also for the inclusion 𝑗 (corollary 5.4.1). The composition of (D) and
(D′) is yet another cartesian and homotopy cartesian square (D′′) whose top horizontal
arrow is ℎ ◦ 𝑗 : 𝐴′′ → 𝐴′ (proposition 3.6.3(i)), and since 𝜋0 ( 𝑗) : 𝜋0 (𝐴′′) → 𝜋0 (𝐴′) is
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a bijection (proposition 5.4.6(i)), (∗) is again naturally identified with the corresponding
sequence induced by (D′′). Thus, we may replace (D) by (D′′), and assume that 𝐵′ = Δ0.

In this situation, since 𝑔(𝑏′) = 𝑏, it is clear that the composition of the maps in (∗) is
the constant map with value the class [𝑏] of 𝑏. Lastly, let 𝑥 : Δ0 → 𝐴 be any object of
𝐴 such that the class of 𝑝 ◦ 𝑥 : Δ0 → 𝐵 in 𝜋0 (𝐵) equals the class of 𝑏; since 𝐵 is a Kan
complex, this means that there exists a homotopy ℎ : Δ1 → 𝐵 from 𝑝 ◦ 𝑥 to 𝑏 (lemma
3.2.11(ii)), whence a commutative square in sSet :

Δ0 𝑥 //

𝜕11 ��

𝐴

𝑝
��

Δ1 ℎ // 𝐵

and since 𝑝 is a Kan fibration, this square admits a diagonal filler 𝐻 : Δ1 → 𝐴. Set
𝑦 := 𝐻 ◦ 𝜕10 : Δ0 → 𝐴, and notice that 𝑝 ◦𝑦 = ℎ ◦ 𝜕10 = 𝑏, so 𝑦 ∈ 𝐴′0; then the class [𝑦] of 𝑦
in 𝜋0 (𝐴′) maps to the class of 𝐻 ◦ 𝜕11 = 𝑥 in 𝜋0 (𝐴), and the claim is proved. 3

• Now, let us first assume that 𝑌 and 𝑋 are Kan complexes; then the cartesian square:

𝐹
𝑗 //

��

𝑋

𝑓
��

Δ0 𝑦 // 𝑌

is also homotopy cartesian (proposition 3.6.5(ii)), and we get the exact sequence :

(†) 𝜋0 (𝐹 )
𝜋0 ( 𝑗 )−−−−→ 𝜋0 (𝑋 )

𝜋0 (𝑓 )−−−−→ 𝜋0 (𝑌 ).

with claim 6.7.14. Next, we consider the commutative diagram of sSet◦ :

Ω1 (𝑋 )
𝑖𝑋 //

��

𝑄 (𝑋 ) //

𝑞

��

𝑃 (𝑋 ) //

𝑝𝑋
��

H𝑜𝑚(Δ1, 𝑋 )
(𝜕1∗1 ,𝜕1∗0 )��

Δ0 𝑥 // 𝐹
𝑗 // 𝑋

(1𝑋 ,𝑥 ) //

��

𝑋 × 𝑋
𝑝2
��

Δ0 𝑥 // 𝑋

whose square subdiagrams are all cartesian (and where 𝑝2 is the projection on the second
factor). Recall that H𝑜𝑚(Δ1, 𝑋 ) is a Kan complex, (𝜕1∗1 , 𝜕1∗0 ) is a Kan fibration and 𝑝2 ◦
(𝜕1∗1 , 𝜕1∗0 ) = 𝜕1∗0 is a trivial fibration (corollary 5.1.12); hence, all the terms in the diagram
are Kan complexes, and all the squares are homotopy cartesian, again by proposition
3.6.5(ii). Moreover, the unique morphism 𝑃 (𝑋 ) → Δ0 is a trivial fibration, i.e. 𝑃 (𝑋 ) is
weakly contractible. We may then apply claim 6.7.14 to the two squares whose bottom
sides are given respectively by 𝑥 and 𝑗 ; we get a single exact sequence of Set◦ :

(††) 𝜋1 (𝑋 )
𝜋0 (𝑖𝑋 )
−−−−−→ 𝜋0𝑄 (𝑋 )

𝜋0 (𝑞)−−−−→ 𝜋0 (𝐹 )
𝜋0 ( 𝑗 )−−−−→ 𝜋0 (𝑋 ) .
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We have a unique morphism 𝑃 (𝑓 ) : 𝑃 (𝑋 ) → 𝑃 (𝑌 ) that makes commute the diagram :

𝑃 (𝑌 ) //

𝑝𝑌

��

H𝑜𝑚(Δ1, 𝑌 )

(𝜕1∗1 ,𝜕1∗0 )

��

𝑃 (𝑋 ) //

𝑝𝑋
��

𝑃 (𝑓 )ee

H𝑜𝑚(Δ1, 𝑋 )
(𝜕1∗1 ,𝜕1∗0 )��

𝑓∗
55

𝑋
(1𝑋 ,𝑥 ) //

𝑓

yy

𝑋 × 𝑋
𝑓 ×𝑓

))
𝑌

(1𝑌 ,𝑦) // 𝑌 × 𝑌

whose inner and outer squares are cartesian. Since both 𝑃 (𝑋 ) and 𝑃 (𝑌 ) are weakly con-
tractible, 𝑃 (𝑓 ) is clearly a weak homotopy equivalence. Lastly, there exists a unique mor-
phism 𝑄 (𝑓 ) : 𝑄 (𝑋 ) → Ω1 (𝑌 ) that makes commute the diagram :

𝑄 (𝑋 ) //

��

𝑄 (𝑓 )
%%

𝑃 (𝑋 )

𝑓 ◦𝑝𝑋

��

𝑃 (𝑓 )

yy
Ω1 (𝑌 ) //

��

𝑃 (𝑌 )
𝑝𝑌
��

Δ0 𝑦 // 𝑌

Δ0 𝑦 // 𝑌

whose inner and outer squares are again cartesian. Since 𝑝𝑌 and 𝑓 ◦𝑝𝑋 are Kan fibrations,
it follows that these two squares are also homotopy cartesian (proposition 3.6.5(ii)), and
since 𝑃 (𝑓 ) is a weak homotopy equivalence, we conclude that the same holds for 𝑄 (𝑓 )
(remark 3.5.15(ii)). A direct inspection of the construction shows that :

𝑄 (𝑓 ) ◦ 𝑖𝑋 = Ω1 (𝑓 ) : Ω1 (𝑋 ) → Ω1 (𝑌 )
(details left to the reader); since 𝜋0𝑄 (𝑓 ) is a bijection (proposition 5.4.6(i)), we let

𝜕𝑓 ,1 := 𝜋0 (𝑞) ◦ 𝜋0 (𝑄 (𝑓 ))−1 : 𝜋1 (𝑌 ) = 𝜋0Ω1 (𝑌 ) → 𝜋0 (𝐹 )
and we combine with (†) and (††) to get the first five terms of the Serre exact sequence.
• For the following terms, we notice that the functor Ω𝑛 preserves all representable

limits, for every 𝑛 ≥ 1 (remark 6.6.4(iv)), hence Ω𝑛 (Δ0) = Δ0 for every such 𝑛 (remark
1.1.11(ii)), and therefore Ω𝑛 (𝐹 ) represents the fibre of Ω𝑛 (𝑓 ) : Ω𝑛 (𝑋 ) → Ω𝑛 (𝑌 ); more-
over, Ω𝑛 (𝑓 ) is a pointed Kan fibration (proposition 6.7.8(iii)), so we may apply the forego-
ing discussion to Ω𝑛 (𝑓 ), and this yields inductively the initial segment of the Serre long
exact sequence, up to the term 𝜋𝑛+1 (𝑋 ).
• Lastly, if 𝑓 is a Kan fibration between given 𝑋,𝑌 ∈ Ob(sSet), we have defined

𝜋𝑛 (𝑓 ) := 𝜋𝑛 (Ex∞ (𝑓 )), and likewise for 𝜋𝑛 ( 𝑗); however, Ex∞ (𝑓 ) is still a Kan fibration,
and Ex∞ is left exact (lemma 5.3.8(ii)), so we have Ex∞ (Δ0) = Δ0 (remark 1.1.11(ii)), and
we get a cartesian diagram of sSet◦ :

(Ex∞ (𝐹 ), 𝑥) //

��

(Ex∞ (𝑋 ), 𝑥)
Ex∞ (𝑓 )
��

Δ0 𝑦 // (Ex∞ (𝑌 ), 𝑦)



∞-CATEGORIES AND HOMOTOPICAL ALGEBRA 288

for the natural identification of 𝑥 ∈ 𝑋0 and 𝑦 ∈ 𝑌0 with their images in Ex∞ (𝑋 ) and
Ex∞ (𝑌 ), under the natural weak homotopy equivalences 𝛽∞

𝑋
: 𝑋 → Ex∞ (𝑋 ) and respec-

tively 𝛽∞
𝑌

: 𝑌 → Ex∞ (𝑌 ). Hence, Ex∞ (𝐹 ) is the fibre of Ex∞ (𝑓 ) over 𝑦, and the previous
case applies to Ex∞ (𝑓 ), to conclude the construction of the long Serre exact sequence.

The naturality of the sequence with respect to morphisms (𝑋
𝑓
−→ 𝑌 ) → (𝑋 ′

𝑓 ′

−→ 𝑌 ′) of
sSet[1] (for any two Kan fibrations 𝑓 , 𝑓 ′) is clear from the construction. □

Corollary 6.7.15. A morphism 𝑓 : 𝑋 → 𝑌 of simplicial sets is a weak homotopy equiva-
lence if and only if the following two conditions hold :

(a) 𝑓 induces a bijection 𝜋0 (𝑓 ) : 𝜋0 (𝑋 ) ∼−→ 𝜋0 (𝑌 ).
(b) 𝑓 induces isomorphisms of groups

𝜋𝑛 (𝑓 , 𝑥) : 𝜋𝑛 (𝑋, 𝑥) ∼−→ 𝜋𝑛 (𝑌, 𝑓 (𝑥)) ∀𝑥 ∈ 𝑋0,∀𝑛 ≥ 1.

Proof. The conditions are necessary, by virtue of corollary 6.7.6 and proposition 5.4.6(i).
Conversely, suppose that (a) and (b) hold for 𝑓 ; since 𝛽∞

𝑋
: 𝑋 → Ex∞ (𝑋 ) and 𝛽∞

𝑌
:

𝑌 → Ex∞ (𝑌 ) are weak homotopy equivalences (lemma 5.3.8(i)), it suffices to check that
the same holds for Ex∞ (𝑓 ), and since 𝛽∞

𝑋
and 𝛽∞

𝑌
induce bijections on objects (lemma

5.3.8(iii)), proposition 5.4.6(i) and corollary 6.7.6 easily imply that Ex∞ (𝑓 ) stilll fulfills
conditions (a) and (b). Thus, after replacing 𝑓 by Ex∞ (𝑓 ) we may assume that 𝑋 and 𝑌
are Kan complexes (theorem 5.3.9).

Now, let us write 𝑓 = 𝑔 ◦ ℎ for a weak homotopy equivalence ℎ : 𝑋 → 𝑋 ′ and a Kan
fibration 𝑔 : 𝑋 ′ → 𝑌 . Since ℎ fulfills condition (a), the same clearly holds for 𝑔, and notice
that 𝑋 ′ is a Kan complex, since the same holds for 𝑌 . Next, let 𝑥 ′ ∈ 𝑋 ′0; condition (a) for ℎ
says that there exists 𝑥 ∈ 𝑋0 such that 𝑥 ′ is Δ1-homotopy equivalent to ℎ(𝑥), so we have a
Δ1-homotopy 𝑢 : Δ1 → 𝑋 ′ from 𝑥 ′ to ℎ(𝑥) (lemma 3.2.11(ii)). According to lemma 6.7.10,
we then get for every 𝑛 ≥ 1 a commutative diagram of Gpd∞ :

Ω𝑛 (𝑋 ′, 𝑥 ′) //

Ω𝑛 (𝑔,𝑥 ′ )
��

𝐿(𝑋,𝑢)

��

Ω𝑛 (𝑋 ′, ℎ(𝑥))oo

Ω𝑛 (𝑔,ℎ (𝑥 ) )
��

Ω𝑛 (𝑌,𝑔(𝑥 ′)) // 𝐿(𝑌,𝑔 ◦ 𝑢) Ω𝑛 (𝑌, 𝑓 (𝑥))oo

whose horizontal arrows are weak homotopy equivalences. In light of proposition 5.4.6(i),
we then see that 𝜋𝑛 (𝑔, 𝑥 ′) : 𝜋𝑛 (𝑋 ′, 𝑥 ′) → 𝜋𝑛 (𝑌,𝑔(𝑥 ′)) is a group isomorphism if and
only if the same holds for 𝜋𝑛 (𝑔, ℎ(𝑥)) : 𝜋𝑛 (𝑋 ′, ℎ(𝑥)) → 𝜋𝑛 (𝑓 (𝑥)). On the other hand,
𝜋𝑛 (𝑓 , 𝑥) = 𝜋𝑛 (𝑔, ℎ(𝑥)) ◦ 𝜋𝑛 (ℎ, 𝑥), and 𝜋𝑛 (ℎ, 𝑥) is an isomorphism, since ℎ is a weak ho-
motopy equivalence; the same holds by assumption for 𝜋𝑛 (𝑓 , 𝑥), so also for 𝜋𝑛 (𝑔, ℎ(𝑥)).
Summing up, we find that 𝑔 fulfills again conditions (a) and (b), and clearly it suffices to
check that 𝑔 is a weak homotopy equivalence; thus, we may replace 𝑓 by 𝑔, and assume
that 𝑓 is a Kan fibration between Kan complexes.

In this situation, theorem 6.7.13 implies that for every 𝑦 ∈ 𝑌0, the fibre 𝐹𝑦 := 𝑓 −1 (𝑦) is
a connected Kan complex with trivial homotopy groups in every degree 𝑛 ≥ 1; by virtue
of proposition 6.7.11, 𝐹𝑦 is therefore weakly contractible, for every 𝑦 ∈ 𝑌0. Let us then
apply proposition 5.4.2(ii) with 𝑆 := 𝑌 , 𝑝 := 𝑓 and 𝑞 := 1𝑌 ; we have just shown that 𝑓
induces a weak homotopy equivalence 𝑓𝑦 : 𝑝−1 (𝑦) → 𝑞−1 (𝑦) = Δ0 for every 𝑦 ∈ 𝑌 , so we
get that 𝑓 is a weak homotopy equivalence. □
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6.8. Fully faithful functors and essentially surjective functors. In this section we
extend to ∞-categories the usual categorical classes of fully faithful functors and essen-
tially surjective functors, and we use them to give another characterization of equiva-
lences of∞-categories. We begin with the following refinement of theorem 6.5.8 :

Theorem 6.8.1. Let 𝑓 : 𝑋 → 𝑌 be a morphism between ∞-categories. The following
conditions are equivalent :

(a) 𝑓 is an equivalence of ∞-categories.
(b) 𝑓 induces an equivalence of ∞-groupoids 𝑘 (Δ𝑛, 𝑓 ) :𝑘 (Δ𝑛, 𝑌 )→𝑘 (Δ𝑛, 𝑋 ) for 𝑛 = 0, 1.

Proof. We have (a)⇒(b) by theorem 6.5.8; for the converse, in light of the same theorem,
it suffices to show that if (b) holds, then Δ𝑛 lies in the class F of simplicial sets 𝐴 such
that 𝑘 (𝐴, 𝑓 ) is an equivalence of ∞-groupoids, for every 𝑛 ∈ N. However, recall that the
inclusion 𝑆𝑝𝑛 → Δ𝑛 is an inner anodyne extension for every 𝑛 ≥ 1 (proposition 6.6.7(ii)),
so the vertical arrows in the induced commutative diagram :

𝑘 (Δ𝑛, 𝑋 )
𝑘 (Δ𝑛,𝑓 ) //

��

𝑘 (Δ𝑛, 𝑌 )

��
𝑘 (𝑆𝑝𝑛, 𝑋 )

𝑘 (𝑆𝑝𝑛,𝑓 ) // 𝑘 (𝑆𝑝𝑛, 𝑌 )

are equivalences of∞-groupoids, by theorem 6.5.7. Thus, we are reduced to showing that
𝑆𝑝𝑛 ∈ F for every 𝑛 ≥ 1. We argue by induction on 𝑛 ≥ 1 : since 𝑆𝑝1 = Δ1, the assertion
holds for 𝑛 = 1 by assumption. Next, suppose that the assertion holds for some 𝑛 ≥ 1; we
have a cocartesian square of sSet :

Δ0 //

��

Δ1

��
𝑆𝑝𝑛 // 𝑆𝑝𝑛+1

and by assumption Δ0,Δ1 and 𝑆𝑝𝑛 lie in F ; then claim 6.5.9 implies that the same holds
for 𝑆𝑝𝑛+1, as required. □

Definition 6.8.2. Let 𝑓 : 𝑋 → 𝑌 be a functor between∞-categories.
(i) We say that 𝑓 is fully faithful, if it induces equivalences of∞-groupoids :

𝑋 (𝑥, 𝑥 ′) → 𝑌 (𝑓 (𝑥), 𝑓 (𝑥 ′)) ∀𝑥, 𝑥 ′ ∈ 𝑋0.

(ii) We say that 𝑓 is essentially surjective, if for every 𝑦 ∈ 𝑌0 there exists 𝑥 ∈ 𝑋0 with an
invertible morphism 𝑓 (𝑥) → 𝑦 of 𝑌 .

Remark 6.8.3. (i) By corollary 2.6.13(ii), a functor 𝑓 : 𝑋 → 𝑌 of∞-categories is essentially
surjective⇔ the same holds for the induced functor of categories 𝜏 (𝑓 ) : 𝜏 (𝑋 ) → 𝜏 (𝑌 ).

(ii) Moreover, propositions 6.6.6 and 5.4.6 and theorem 6.5.1(iv) imply that if 𝑓 is fully
faithful, the same holds for the functor 𝜏 (𝑓 ).
(iii) In light of example 6.6.2, it is also clear that a functor 𝐹 : A → B between small

categories is fully faithful (resp. essentially surjective) if and only if the same holds for
the induced functor 𝑁 (𝑓 ) : 𝑁 (A ) → 𝑁 (B) of∞-categories (see also example 2.6.2(i)).

Example 6.8.4. Let 𝑋 be an ∞-category, and 𝐴 any subset of 𝑋0; the full subcategory
generated by 𝐴 is the simplicial subset 𝑋𝐴 ⊂ 𝑋 whose 𝑛-simplices are all the morphisms
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𝑓 : Δ𝑛 → 𝑋 such that 𝑓 (0), . . . , 𝑓 (𝑛) ∈ 𝐴, for every 𝑛 ∈ N. We then get a cartesian
diagram of sSet :

𝑋𝐴 //

𝑣
��

𝑋

𝑢

��
𝑁 (ho(𝑋 )𝐴)

𝑁 ( 𝑗 ) // 𝑁 (ho(𝑋 ))

where 𝑗 : ho(𝑋 )𝐴 → ho(𝑋 ) denotes the inclusion of the full subcategory ho(𝑋 )𝐴 of
the homotopy category ho(𝑋 ) whose set of objects is 𝐴, and where 𝑢 is the functor of
theorem 2.6.12(ii). In view of example 6.1.2(ii) and corollary 2.6.13(ii), it is easily seen
that 𝑢 is a conservative isofibration, and then the same holds for 𝑣 : details left to the
reader. Hence, 𝑋𝐴 is an ∞-category (example 6.1.2(i)); moreover, the induced morphism
𝑋𝐴 (𝑎, 𝑏) → 𝑋 (𝑎, 𝑏) is the identity, for every 𝑎, 𝑏 ∈ 𝐴, so the inclusion 𝑋𝐴 → 𝑋 is a fully
faithful functor.

Proposition 6.8.5. (i) A functor 𝑓 : 𝑋 → 𝑌 between ∞-categories is fully faithful⇔ it
induces a homotopy cartesian square of ∞-groupoids for the Kan-Quillen model structure :

𝑘 (Δ1, 𝑋 )
𝑘 (Δ1,𝑓 ) //

(𝜕1∗1 ,𝜕1∗0 )
��

𝑘 (Δ1, 𝑌 )
(𝜕1∗1 ,𝜕1∗0 )
��

𝑘 (𝑋 ) × 𝑘 (𝑋 )
𝑘 (𝑓 )×𝑘 (𝑓 ) // 𝑘 (𝑌 ) × 𝑘 (𝑌 ).

(ii) Moreover, 𝑓 is an equivalence of ∞-categories ⇔ 𝑓 is fully faithful and 𝑘 (𝑓 ) :
𝑘 (𝑋 ) → 𝑘 (𝑌 ) is an equivalence of ∞-groupoids.

Proof. (i): The proof of lemma 6.6.1 shows that both vertical arrows of this commutative
square are Kan fibrations; then the assertion follows from corollary 5.4.3.

(ii): If 𝑓 is an equivalence of ∞-categories, then both 𝑘 (𝑓 ) = 𝑘 (Δ0, 𝑓 ) and 𝑘 (Δ1, 𝑓 )
are equivalences of∞-groupoids, by theorem 6.5.8 (see example 6.4.5); then, by corollary
5.1.13(ii), both horizontal arrows of the commutative square of (i) are weak homotopy
equivalences (theorem 6.5.1(iv)), so this square is homotopy cartesian (lemma 3.6.4(iii)),
and therefore 𝑓 is fully faithful. Conversely, if 𝑘 (𝑓 ) is an equivalence of ∞-groupoids
and 𝑓 is fully faithful, then 𝑘 (Δ1, 𝑓 ) is an equivalence of ∞-groupoids as well, by (i) and
lemma 3.6.4(iii), and then 𝑓 is an equivalence of∞-categories, by theorem 6.8.1. □

Theorem 6.8.6. A functor between ∞-categories is an equivalence of ∞-categories if and
only if it is fully faithful and essentially surjective.

Proof. Let 𝑓 : 𝑋 → 𝑌 be such a functor. If 𝑓 is an equivalence of ∞-categories, then
𝜏 (𝑓 ) : 𝜏 (𝑋 ) → 𝜏 (𝑌 ) is an equivalence of categories, by theorem 6.5.8, so 𝑓 is essentially
surjective, by remark 6.8.3(i). Moreover, 𝑓 is fully faithful by proposition 6.8.5(ii).

Conversely, suppose that 𝑓 is fully faithful and essentially surjective; by proposition
6.8.5(ii), we are reduced to checking that 𝑘 (𝑓 ) : 𝑘 (𝑋 ) → 𝑘 (𝑌 ) is an equivalence of ∞-
groupoids. Now, the induced functor 𝜏 (𝑓 ) is an equivalence of categories, by remark
6.8.3(i,ii), so it induces an equivalence of categories 𝑘◦𝜏 (𝑓 ) : 𝑘◦𝜏 (𝑋 ) → 𝑘◦𝜏 (𝑌 ) (notation
of §1.11.12), whence a bijection 𝜋0 (𝑘𝜏 𝑓 ) : 𝜋0 (𝑘𝜏𝑋 ) ∼−→ 𝜋0 (𝑘𝜏𝑌 ); but by lemmata 2.3.4 and
6.4.1(v), 𝜋0 (𝑘𝜏 𝑓 ) is naturally identified with 𝜋0 ◦ 𝑘 (𝑓 ) : 𝜋0 (𝑘𝑋 ) ∼−→ 𝜋0 (𝑘𝑌 ).

By corollary 6.7.15, we are thus further reduced to showing that 𝑓 induces pointed
weak homotopy equivalences Ω1 (𝑘𝑋, 𝑥) → Ω1 (𝑘𝑌, 𝑓 (𝑥)) for every 𝑥 ∈ 𝑘 (𝑋 )0 = 𝑋0. To
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this aim, notice that 𝜏 (𝑓 ) is conservative (since it is an equivalence) so the same holds for
𝑓 (remark 2.6.14(iii)), so we get the cartesian square of sSet :

𝑘 (𝑋 )
𝑘 (𝑓 ) //

��

𝑘 (𝑌 )

��
𝑋

𝑓 // 𝑌

by virtue of lemma 6.4.1(iv). Since the functor Ω1 preserves all representable limits (re-
mark 6.6.4(iv)), we deduce a cartesian square of sSet◦ :

Ω1 (𝑘𝑋, 𝑥)
Ω1 (𝑘 (𝑓 ),𝑥 ) //

��

Ω1 (𝑘𝑌, 𝑓 (𝑥))

��
Ω1 (𝑋, 𝑥)

Ω1 (𝑓 ,𝑥 ) // Ω1 (𝑌, 𝑓 (𝑥))
whose vertical arrows are pointed Kan fibrations, by example 6.6.5. Since by assumption,
𝑓 is fully faithful, we know that Ω1 (𝑓 , 𝑥) is a pointed weak homotopy equivalence, and
then the same holds for Ω1 (𝑘 (𝑓 ), 𝑥), by virtue of corollary 5.4.1(i). □

Corollary 6.8.7. The classes of fully faithful functors, of essentially surjective functors, and
of weak categorical equivalences are stable under small filtered colimits.

Proof. Let 𝐼 be a small filtered category,𝑋•, 𝑌• : 𝐼 → sSet two functors, and 𝑓• : 𝑋• → 𝑌• a
natural transformation; let also 𝑋 (resp. 𝑌 ) be the colimit of 𝑋• (resp. of 𝑌•), and suppose
first that 𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖 is an essentially surjective functor of sSet for every 𝑖 ∈ Ob(𝐼 ). We
need to check that the colimit 𝑓 : 𝑋 → 𝑌 of 𝑓• is still essentially surjective. Hence, let
𝑦 ∈ 𝑌0; since 𝐼 is filtered, and since the colimits of sSet are computed termwise, there
exists 𝑖 ∈ Ob(𝐼 ) such that 𝑦 is the image of some object 𝑦𝑖 of 𝑌𝑖 . Then by assumption
there exists an object 𝑥𝑖 of 𝑋𝑖 with an invertible arrow 𝑢 : 𝑓𝑖 (𝑥𝑖 ) → 𝑦𝑖 , and we let 𝑥 be the
image of 𝑥𝑖 in 𝑋 ; then the image of 𝑢 in 𝑋 is an invertible arrow 𝑓 (𝑥) → 𝑦 in 𝑌 , whence
the assertion.
• Next, suppose that 𝑋𝑖 and 𝑌𝑖 are Kan complexes and 𝑓𝑖 is a weak homotopy equiv-

alence for every 𝑖 ∈ Ob(𝐼 ); then 𝑋 and 𝑌 are Kan complexes (proposition 5.1.11(iii)), and
we claim that 𝑓 is a weak homotopy equivalence. Indeed, notice that 𝜋0 (𝑓𝑖 ) is bijective
for every 𝑖 ∈ Ob(𝐼 ) (corollary 6.7.15); since 𝜋0 preserves all small filtered colimits (lemma
6.7.1(i)), we get the bijectivity of 𝜋0 (𝑓 ). Next, given an object 𝑥 of 𝑋 , we find 𝑖 ∈ Ob(𝐼 )
such that 𝑥 is the image of some object 𝑥𝑖 of 𝑋𝑖 , and we let 𝑦𝑖 := 𝑓𝑖 (𝑥𝑖 ) and 𝑦 := 𝑓 (𝑥);
moreover, for every morphism 𝜙 : 𝑖 → 𝑗 of 𝐼 we set 𝑥𝜙 := 𝜙 (𝑥𝑖 ), where 𝜙 (𝑥𝑖 ) denotes the
image of 𝑥𝑖 under the morphism 𝑋𝑖 → 𝑋 𝑗 induced by 𝜙 , and likewise we define 𝑦𝜙 . We
then get well-defined functors

𝑋 •, 𝑌 • : 𝑖/𝐼 → sSet◦ (𝑖
𝜙
−→ 𝑗) ↦→ (𝑋 𝑗 , 𝑥𝜙 ) (𝑖

𝜙
−→ 𝑗) ↦→ (𝑌𝑗 , 𝑦𝜙 )

and 𝑓• induces a natural transformation 𝑓• : 𝑋 • → 𝑌 • with 𝑓𝜙 := 𝑓𝑗 : (𝑋 𝑗 , 𝑥𝜙 ) → (𝑌𝑗 , 𝑦𝜙 )
for every 𝜙 ∈ Ob(𝑖/𝐼 ). Since the target functor 𝑖/𝐼 → 𝐼 is cofinal (example 1.5.9(i)), the
colimits of 𝑋 • and 𝑌 • are respectively (𝑋, 𝑥) and (𝑌,𝑦) (corollaries 1.5.4(i) and 1.4.6(ii));
also, 𝑖/𝐼 is filtered, so 𝜋𝑛 (𝑓 , 𝑥) is the colimit of the induced system of group isomorphisms

𝜋𝑛 (𝑓𝜙 , 𝑥𝜙 ) : 𝜋𝑛 (𝑋 𝑗 , 𝑥𝜙 ) ∼−→ 𝜋𝑛 (𝑌𝑗 , 𝑦𝜙 ) ∀(𝑖
𝜙
−→ 𝑗) ∈ Ob(𝑖/𝐼 ),∀𝑛 ≥ 1

by virtue of lemma 6.7.1(ii). Hence 𝜋𝑛 (𝑓 , 𝑥) is an isomorphism for every object 𝑥 of𝑋 and
every 𝑛 ≥ 1, and therefore 𝑓 is a weak homotopy equivalence (corollary 6.7.15).
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• Next, suppose that𝑋𝑖 and𝑌𝑖 are∞-categories and 𝑓𝑖 is a fully faithful functor for ev-
ery 𝑖 ∈ Ob(𝐼 ); then we already know that𝑋 and 𝑌 are also two∞-categories (proposition
6.2.3(iv)) and we need to check that 𝑓 is fully faithful, in this case. Hence, let 𝑥, 𝑥 ′ be two
objects of𝑋 ; arguing as in the foregoing, we may assume that 𝐼 has an initial object 𝑖0 and
that 𝑥 and 𝑥 ′ are images of objects 𝑥0, 𝑥 ′0 of 𝑋𝑖0 . Then, for every 𝑖 ∈ Ob(𝐼 ) we let 𝑥𝑖 , 𝑥 ′𝑖 be
the images of 𝑥0 and 𝑥 ′0 under the morphism 𝑋𝑖0 → 𝑋𝑖 induced by the unique morphism
𝑖0 → 𝑖 of 𝐼 ; by assumption, each 𝑓𝑖 : 𝑋𝑖 → 𝑌𝑖 induces an equivalence of ∞-groupoids
𝑋𝑖 (𝑥𝑖 , 𝑥 ′𝑖 ) → 𝑌𝑖 (𝑓𝑖 (𝑥𝑖 ), 𝑓𝑖 (𝑥 ′𝑖 )), and by the foregoing and remark 6.6.4(v) it follows that 𝑓
induces an equivalence of∞-groupoids 𝑋 (𝑥, 𝑥 ′) → 𝑌 (𝑓 (𝑥), 𝑓 (𝑥 ′)), as required.
• Lastly, suppose that 𝑓𝑖 is a weak categorical equivalence for every 𝑖 ∈ Ob(𝐼 ); from

theorem 6.8.6 and the foregoing cases, we already see that if moreover 𝑋𝑖 and 𝑌𝑖 are ∞-
categories for every such 𝑖 , then 𝑓 : 𝑋 → 𝑌 is a weak categorical equivalence.

For the general case we observe that, by corollary 2.2.11, we may apply theorem 4.1.8
and corollary 4.2.16 to the subset I := {Λ𝑛

𝑘
→ Δ𝑛 | 𝑛 ≥ 2, 𝑘 = 1, . . . , 𝑛 − 1} of Mor(sSet).

We then get a functor L : sSet → sSet that preserves all small filtered colimits and such
that L(𝑋 ) ∈ Ob(Cat∞) for every 𝑋 ∈ Ob(sSet); moreover, we get a natural transforma-
tion 𝜆• : 1sSet ⇒ L such that 𝜆𝑋 : 𝑋 → L(𝑋 ) is an inner anodyne extension, for every
𝑋 ∈ Ob(sSet). In view of theorem 6.5.1(iii) and the 2-out-of-3 property of weak categor-
ical equivalences, we deduce that 𝑓 : 𝑋 → 𝑌 is a weak categorical equivalence if and
only if L𝑓 : L𝑋 → L𝑌 is an equivalence of ∞-categories; moreover, L𝑓 is the colimit of
the system of morphisms L𝑓𝑖 , each of which is an equivalence of ∞-categories, by the
same token. Then the foregoing case allows us to conclude that L𝑓 is an equivalence of
∞-categories, so 𝑓 is a weak categorical equivalence, as stated. □
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