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Abstract. Although there are several research and com-
mercial systems in content-based multimedia indexing
and retrieval, more effort should be focused on the quality
of retrieval, particularly regarding how well the retrieval
results correspond to what the user really wants. In this
context, we present an approach that may contribute to
the quality of indexing and retrieval. It supports both tex-
tual and visual indexing and retrieval that obtains results
with a higher degree of quality, and it incorporates do-
main knowledge into the index without any special efforts
on the part of the user.
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1 Introduction

The business potential of multimedia information is
growing rapidly. Typical applications include security
and surveillance systems for banking, retailing, highway
access control, automatic verification and identification,
and so on. Suitable tools to index and access the con-
tent need to be designed to exploit this kind of informa-
tion efficiently. These tools should develop new indexing
and retrieval techniques that allow users to access mul-
timedia information while maintaining a high degree of
“goodness”.

Historically, two generations of systems appeared suc-
cessively. They have different descriptions of content –
textual and visual descriptions that refer to textual and
visual documents, respectively.

The first generation of image retrieval systems use
non-structured (e.g., keywords, free-text) as well as struc-
tured descriptions (e.g., conceptual graphs), supplied by

the authors as a basis for indexing and retrieval. The
first generation is linked to the well-known concept of
“information retrieval” [18] that supports the mental as-
pect of information description and its specifications for
retrieval and whatever techniques that are employed to
carry out the operations. Historically, they referred to
textual documents and started, globally, in the 1950s
and 1960s [28], and evolved in the following years [27,
29]. They use essentially best-match information retrieval
techniques to search a ranked list of relevant documents
based, partly, on user’s free-text queries. From our point
of view, the web engines, even if they are recent, illustrate
well this generation of systems. The documents referred
to may be visual (image, video), audible (audio), or tex-
tual. Figure 1 contains an example of the web retrieval
engine AltaVista.

Content description is semantically powerful, because
free text is one of the best ways to describe the con-
tent naturally and semantically. In spite of this import-
ant property, they do not allow queries based directly on
the visual properties of the images, and are dependent
on the particular vocabulary used. So, the quality of the
text-based retrieval depends on the quality of the man-
ual description. Generally, manual descriptions tend to
be incomplete and inconsistent, so the text descriptions
do not, generally, allow for unanticipated search in subse-
quent retrievals.

The second generation of systems is a natural way to
overcome the problem of text-based systems. They re-
use several first-generation concepts [28], such as match-
ing, retrieval, indexing and similarity measures. How-
ever, they introduce visual image features in indexing and
queries. These features are generally extracted automati-
cally or semi-automatically from the image, and the final
users formulate their queries either by supplying sample
images, or by specifying a combination of visual features.
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Query specification : Find images of « launch shuttle »

Results
Browse

Fig. 1. The first screen contains the query “find web images characterized by the key-words launch shuttle” and a list of summarized
results. The second screen contains a result display. This example illustrates the image retrieval systems based on textual indexing

The second generation of systems, started, generally,
in the early 1990s. Although those systems appeared
less than ten years ago, it is too difficult to compare
and describe them accurately and exhaustively, because
there are lots of systems and prototypes with weak
test platforms. The systems of this second generation
are put forward as one of the most active research do-
mains in the multimedia field. Lots of prototypes (Visu-
alseek [30], RECI [9], Photobook [24], SurfImage [21], and
many others) that describe research results and a lesser
number of industrial products (Qbic [10], Virage [17])
have been proposed. In [13] more than 40 systems have
been compared. Many significant papers describe sig-
nificant works. Any state of the art review [1] needs
to be updated, and will certainly omit some works or
prototypes. It is a real challenge to summarize, effec-
tively, efficiently and exhaustively the state of the art
that describes the present and forthcoming orientations
of this formidable marathon, called the visual informa-
tion system or Content-Based Multimedia Indexing and
Retrieval. The domain is so active, scientifically and in-
dustrially, that a standardization process, under ISO (In-
ternational Standardization Organization) supervision,
has been triggered to normalize the interface description
of multimedia content (images, audio, video). This pro-
cess is known as (MPEG7) [19]; its aim is to normalize
the description of the content in order to allow the vari-
ous accesses to and extractions from the materials. In the
future this standard may play an important role in com-
paring and testing the different retrieval systems based on
“goodness”.

In this context, we present a content-based visual
retrieval system that enables users to formulate their
queries either by supplying example images, or by speci-

fying a combination of textual and visual features (such
as colors, textures, shapes, spatial constraints). Textual
attributes alone, or visual features alone, may be insuffi-
cient to describe an image correctly. Textual and visual
combinations are very important to achieve good ratios
of image retrieval. Textual attributes should be used to
describe the secret semantic of an image. However, visual
features should describe the image content such as color
and shape that may be extracted automatically or semi-
automatically.

However, even if the use of different descriptions has
improved retrieval “goodness”, it is not very powerful as
these different descriptions tend to have different degrees
of importance for different classes of queries. One way to
resolve this problem is to consider both textual and visual
descriptions with different degrees of importance (each
attribute can be weighted).

The user may either give an example image to ex-
press his/her query, or specify complex queries with dif-
ferent degrees of importance suited to different classes of
queries (a combination of several features where each fea-
ture, according to its role in the wanted image, has its
own weight). So, the user may define his/her own class
of images that he/she look for (i.e., introduce his/her ap-
plication domain knowledge in the system), store these
classes in the database, and reuse them whenever it is
necessary. The storage of the application field knowledge
is very important. The user may define easily and natu-
rally, a high concept from one or several basic concepts.
Moreover, the integrated knowledge is not predetermined
with regard to a specific application field. It is the applica-
tion domain knowledge that has an importance according
to the user’s experience. So, our prototype is generic and
adaptable to any field. Besides, this approach overcomes
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the problem of incomplete knowledge inherent in most of
knowledge-based systems, and enables users to organize
their queries based on their perceptions of classes.

The paper is presented as follows: in Sect. 2, we
present the description and the extraction process of vi-
sual and textual features. We respond to how the system
extracts visual and textual features from digital images.
In Sect. 3, we highlight the notion of concept-based query
that combines textual and visual descriptions in indexing
and retrieval, and this is the scope of our paper. In Sect. 4,
we present experimental results. Finally, in Sect. 5, we
highlight our principal contributions in our approach, and
compared them with related works.

2 Basic feature indexing
(extraction and description)

The extraction and description of image content are fun-
damental steps to retrieve images. The retrieval task
is driven by the index that is composed of descriptors.
The descriptors are attributes valued by features. The
features are computed by suited extraction methods.
That is why, in this section, we will answer the following
questions:

– What is the content?
– How can the content be described and extracted into

the database?

The content of images is composed of visual features
and textual descriptions. Visual features such as color
and texture are extracted automatically; color and tex-
ture concern both the whole image and the significant
regions of the image. The significant regions are bordered
by closed shapes. The shapes may be extracted semi-
automatically, based on flood-fill, used in several photo-
editing tools, and snake methods. Flood-fill methods
start from a single pixel and repeatedly add adjacent pix-
els whose values are under a special value that depends on
the application domain. Snake methods consider the user-
drawn curve and automatically align it with nearby image
edges. The automatic extraction of significant shapes is
impossible, when the image database is independent of
a specific investigation field. However, it is possible for
specific fields such as marine and art images. The shapes
may be extracted manually. The manual extraction of the
shape takes a long time. The accuracy of the shape de-
scription added to the “good” similarity measure will cer-
tainly contribute to the “goodness” of the retrieval. The
similarity measure used is “Euclidean” measure adapted
to Fourier descriptors as we will see in Sect. 3. Finally,
textual descriptions are inserted by the author. They are
associated with the whole image and the significant re-
gions as well.

shape
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Fig. 2. Extraction and description. This figure presents the dif-
ferent features extracted and described in the system. Texts are
extracted manually. Shapes are extracted semi-automatically. Col-
ors, textures and spatial constraints are extracted automatically

2.1 Shape

A shape may be characterized from several points of
view [25]: object description based on external (bound-
aries) or internal (regions) descriptions, such as elon-
gation (Fiber Length/Fiber Width), convexity (Convex
Perimeter/Perimeter), solidity (Area/Convex Area) and
compactness (

√
(4/π)Area/Max. Diameter); shape re-

construction ability, such as Fourier descriptors [32],
CSS [20]; mathematical (e.g., fractal, moment base in-
variant, Fourier transform); heuristic (e.g., elongated-
ness) representation; robustness of description to trans-
lation, rotation and scale transformations (e.g., Fourier
transform).

The choice of implementing Fourier descriptors is
based on its numerous advantages such as shape recon-
struction, and robustness of description to translation,
rotation, and scale transformations. Furthermore, it rep-
resents any complex shape with only a few parameters,
for N harmonics, we have 2 +N ∗4 coefficients.

A shape is a closed and periodic curve z(t) = (x(t),
y(t)) and z(t) = z(t+T ) and T = length of the curve, so
it is decomposed in Fourier series with real coefficients on
N harmonics. Thus, it is possible to characterize a shape
with the first N Fourier descriptors; a Fourier descriptor
being the set of coefficients ai, bi, ci, di for the harmonic
i. The first harmonic N = 0 gives the gravity center coor-
dinates of the shape.

In Fig. 4, we present queries and their results that il-
lustrate the robustness of Fourier descriptors.

Two shapes are similar even if they differ as a result
of a geometric transformation such as rotation, scale, or
translation. In fact, translation, rotation and scale have
no effect on the module of Fourier coefficients (more or
less K coefficient for scale).
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Fig. 3. Representation of a shape with Fourier descriptors. Functions x(t) and y(t) decomposed in Fourier series with N harmonics

2.2 Color

The color is the second important feature extracted from
an image or a region.

Description. The color may be characterized in different
ways, and more particularly by:

– its color distribution.
– its statistical moments: it describes the color allot-

ment in a region or in the whole image; this is par-
ticularly interesting when a color histogram is a high-
dimensional feature.

– its dominant color.

Dominant color may be deduced from the color his-
togram of the considered image by scanning the largest
number of pixels in bins as a whole. It is defined by
a three-dimensional vector, where each dimension corres-
ponds to one component of the used color representa-
tion system (e.g., RGB). These three methods of color
characterization, namely histogram, statistical moments,
and dominant color, are the easiest ones in order to in-
dex a whole image or an image region. However, some-
times, they are not appropriate. There are other methods
such as indexing by a binary color set, or indexing by

the perimeter and angle measures. For simplification rea-
sons, we implemented color distribution. To represent
image color distribution, we use color histograms. A color
histogram H(M) is a vector (hc1 , hc2 , hc3 , ..., hcn) where
each hcj element represents the number of pixels of the
color cj (or bin) in image M . Every histogram bin repre-
sents a color in a color space (RGB , HSV , etc.).

An RGB color image may be characterized either by
three histograms, or by a single color histogram. In the
first case, there is a histogram for each component: red,
green and blue. This means that the red histogram bins
represent different red levels of red. It is the same for the
green and blue histograms. In the second case, a bin rep-
resents a combination of the three RGB components. This
principle may be considered in HSV color space.

A color histogram may also be represented in a three-
dimensional space where the pixels of the same color are
defined by a cube whose size is proportional to the num-
ber of pixels. The cube center characterizes the color in
the considered color space.

A color histogram may be computed on:

– a whole image when, browsing through the database,
the user gives an image as a query, which is called
“queries by example”. But, the major drawback of
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Fig. 4. Three examples of queries that highlight Fourier descriptor robustness to translation, rotation, and scale transformations



274 C. Djeraba et al.: Visual and textual content based indexing and retrieval

using a global histogram, is that it does not allow the
detection of the spatial arrangement of image objects
or image colored regions. The two following cases re-
solve this problem by computing a local histogram.

– an image area when the considered image is divided
into several identical areas.

– an image region.

Extraction. In the first step of the extraction process,
based on image format (e.g., jpeg), the region and image
colors are extracted and represented in the RGB model.
In the second step, based on the RGB model, the color is
transformed and represented in the HSV model, charac-
terized by three means H (Hue – the color), S (Saturation
– the vividness of the color) and V (Value – the bright-
ness of the color). The HSV model is better than the
RGB model, in which certain ambiguities appear between
colors (such as yellow and green). In the object-oriented
database, we define two classes RGB and HSV colors.
RGB instances are histograms with RGB model. An in-
stance represents a histogram of an image or a histogram
of an image region. It is created when an image is indexed,
because it corresponds to a physical representation of an
image. A physical image is a vector in which each pixel is
coded by three bytes, for respectively red, green and blue.
So, the instance of RGB class is created first, and it is
converted to HSV model. This conversion implies the cre-
ation of an instance of HSV class. In the first versions of
our system, we used only RGB model, in the followed ver-
sions we used HSV models. So for historical reasons, we
kept the two models. Another reason for keeping RGB, is
that the indexing process is faster than the indexing pro-
cess with HSV, because there is no conversion step from
RGB to HSV on each pixel. So the user has the possibility
to index only by “RGB model”, with its disadvantages,
when he/she wants quick indexing.

The first class, called RGB histogram is structured by
three the attributes red, green and blue and two methods.
Each attribute takes as values an object structured by
two attributes: the variation and the mean of the color.
The two methods compute, respectively, for each color
(red, blue or green) the mean and the variation of the
color.

The second class, called HSV histogram, contains
a ‘structure’ part that includes the histogram of colors
and a set of distances, and a ‘method’ part that includes
the methods that compute the attributes of the ‘struc-
ture’ part. The colors of regions and images are quan-
tified, so color histograms have the same cardinal. We
associate with the color descriptions “moment-degree”
and “mean” that may be helpful for more accurate color
query. Each element of the histogram represents the num-
ber of pixels that have the suited color. So, comparing the
colors of two regions is equivalent to computing the dis-
tance between the histogram of the target region and that
of the source region. Before submitting the query, the user
may choose the distance.

2.3 Texture

The texture is the third important feature extracted from
image regions. It is very difficult to find a generic texture
representation that may be independent of the applica-
tion domain. However, for pragmatic reasons, we repre-
sent two simple classes of texture that may be extended,
using object technologies, to other texture classes suited
to specific application domains. The class of texture con-
sidered is not a powerful texture representation, but may
be interesting for the retrieval process when mixing it
with other features (color, shape, keywords). In the first
class, the texture of the region is represented by statisti-
cal formulas based on four moments. In object-oriented
modeling, we define the class texture structured by a set
of attributes that model the four statistical moments and
the number of pixels of the region. The four moments are
computed, respectively, by four suitable methods. In the
second class, the texture of the region is represented by
the histogram of the gray differences. We consider a dis-
tance as a segment between two points. The direction of
the distance and the length of the distance are dependent
on the application domain. Based on the histogram, the
system computes the coarseness, the variance, the con-
trast and the directionality.

2.4 Spatial localization

The spatial localization of regions is the third important
image feature extracted from an image. It locates the re-
lations between image regions and computes the distance
between two points in those regions. We consider each re-
gion in a minimal rectangle. The distance considers left
and top points of each rectangle.

The gravity center of the region (xi, yi) is associated
with the first harmonic N = 0 of Fourier coefficients. The
gravity center is computed by means the first harmonic
(N = 0) of Fourier descriptors.

The image is subdivided into nine areas of identical
dimensions, each one identified by an identifier. The pos-
ition of a region is deduced from the position of the grav-
ity center in one of these nine areas. Finally, the localiza-
tion is stored in the database.

The way coordinates are associated with objects is
primitive; we use Fourier coefficients with N = 0. So, the
spatial localization of regions is simple. The spatial local-
ization is an interesting feature, because it is extracted
without any effort from the user. In addition, based on
spatial localization, spatial relationships are extracted
automatically. So, the user can ask questions in the form
of “find images that contain two regions”: region1 and re-
gion2 characterized, respectively, by texture1, color1 and
texture2, color2, and region1 is “on the left of” region2.
The relation between region1 and region2 is deduced au-
tomatically from their localization.

Furthermore, mixing this feature with texture, color
and shapes will certainly give a rich description of images
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and queries. The spatial localization is not in the scope
of the paper, it is an additional feature that complements
the other features.

“Why nine areas?” This number of areas is arbitrary
for the moment, and may be specified for any applica-
tion fields. For example, the images of certain application
fields contain very small significant regions, should have
more than nine areas. However, if images are composed of
one dominant region, there is no need to have nine areas,
one area is enough. The most important point of this fea-
ture is the principle of image subdivision in any number
of areas, and automatic extraction of the region gravity
centers and spatial relations between regions.

3 Concept-based query

Images contain rich features from which we can deduce
many high-level classes of images. The full semantics of
an image is specified through multiple visual and tex-
tual forms. The use of either text or visual descriptions is
not enough to fully describe the semantic content of im-
ages, because each form on its own has limited expressive
power. For example, colors, textures, and shapes are good
for capturing visual aspects of a region. However, they
are not very accurate to represent real-world concepts
(real world meaning regions such as person, sea, sun, etc.)
present in images. Text descriptions, on the other hand,
are good at describing high level classes. However, they
are weak at capturing visual descriptions, and tend to be
incomplete.

To overcome the representation problems of each form
of description, both forms should be used together to pro-
vide a more complete description of the image contents.
The use of different forms has improved retrieval effec-
tiveness, but it is not very powerful as different forms
tend to have different degrees of importance for different
classes of queries.

One way to resolve this problem is to use different spe-
cification forms, textual description and visual content,
with different degrees of importance. The use of different
forms with different degrees of importance is based on the
human perception which filters and discriminates suit-
able forms of descriptions when selecting certain kinds of
images. One typically starts with a stereotyped model of
the concept that one is looking for (car, bus, plane, flower,
sea, sun, etc.). There should be multiple representations
of the same concept. The stereotyped model contains in-
formation that can be used to identify the concept in the
image in terms of other sub-concepts and image content
attributes. This is similar to the idea of patterns. The de-
gree of similarity between the content of an image and the
concept representation is used to compute the relevance
of the image.

For example, if we look for images of canary birds,
we will look for, in order of importance, certain specific
shapes, colors, and textures that characterize a canary

bird, together with typical text words used to describe the
canary bird. At a higher level, if we look for images of ca-
nary birds in a park, we may start with a mental image of
a large green field consisting of trees, possibly some flow-
ers, a pond, and birds. Thus, the stereotyped model of
the concept birds in a park is composed of a number of
primitive sub-concepts. Each primitive concept is in turn
defined in terms of a set of image content attributes. With
this representation, we can successively build up a hier-
archical model of real-world concepts together with clues
for their detection in terms of colors, textures, and text
descriptions at a primitive level.

3.1 Description

An image contains many different abstractions. It is im-
possible to define a common knowledge base shared by all
users. The aim of our approach is to provide a mechanism
for the users to incorporate domain knowledge into their
queries. This approach overcomes the problem of incom-
plete knowledge inherent in most knowledge-based sys-
tems, and also allows the users to organize their queries
based on their perceptions of the concept.

We represent the query as a composite hierarchy of ab-
stractions, except that in our case, the leaf concepts are
defined with different features including text, colors, tex-
tures, shapes, and spatial localization. Each abstraction
is described by its name and its relationships with other
concepts.

The figure shows the composite description of the con-
cept “Shuttle-Flight-Launch”. Here the concept “Shuttle-
Flight-Launch” is defined by two attributes, textual and
visual descriptions. The visual description is defined by
the color and shape attributes. At the leaf level of the
concept composition, the text attribute is defined as
a composition of text strings “Shuttle”, “Launch” and
“Flight”. The color attribute is defined as a composition
of orange color, while the shape attribute is defined to
be of the “Shuttle” type. The shuttle color and shape are
specified by the user with a visual tool.

In fuzzy query specification, it is important to de-
scribe the similarity-based matching that denotes the
best matching, rather than the exact matching, to de-
duce the degree of similarity between the target and the
source images. So, we use a Composition-of relationship.
In our example, the Composition-of relationship is used
to describe the composition of content attribute in terms
of a weight of 40% for region1 description and a weight
of 60% for region2 description. Region1 is composed of
80% of orange color and region2 of the shuttle shape.
It means that relevant images should preferably contain
the desired content composition. It does not require the
features to be present in the relevant images as in And-
relationships. It is also insufficient for a relevant image
to contain just 80% of orange color as expressed by the
Or-relationship. And- and Or-relationships are relation-
ships that, respectively, deduce the conjunction and the
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disjunction of the specified descriptions. These relation-
ships are generally used in Boolean “exact matching”.

The composition relationship is also used at a higher
level to combine visual and textual descriptions. In the
“Shuttle-flight-Launch” concept, the value of “Shuttle-
flight-Launch” is deduced by combining the weighted ev-
idence of the text and visual descriptions.

The user may associate weight to an attribute or
a concept to denote its importance in inferring the higher-
level concept. With reference to the “Shuttle-Flight-
Launch” concept, weights of 60% and 40% are associated
with the textual and the visual descriptions, respectively.
The weight denotes the degree of importance judged by
the user, based upon his/her experience. The weights will
influence the combination of descriptions and ultimately
the ranking of the images retrieved. The weight is a real
number in the interval [0,1]. If the weight is omitted for an
attribute, it is assumed to be 1 (i.e., big importance). The
sum of all weights associated with a relationship should
be less than or equal to 1. In Fig. 5, we present the high
level specification of the user concept “Shuttle-Flight-
Launch”.

We can reuse concepts to construct higher-level con-
cepts. An example of higher level concept is the “Shut-
tle Flight Launch” in a daylight (Fig. 6). This con-
cept, “Shuttle-Flight-Launch-Daylight”, is composed of
two sub-concepts, namely “Shuttle-Flight-Launch” and
“Daylight”. In a similar manner, queries expressing com-
posite concepts could also be constructed.

3.2 Query processing

If the query specification is syntactically and semanti-
cally correct, the system constructs the query concept in
order to match it with the content of images stored in the

(Concept Shuttle-Flight-Launch)
(Description Shuttle-Flight-Launch "It came in for a
perfect landing at the Kennedy Space Center at 6:47
a.m. EDT on Thursday, July 17, 1997, following a
virtually perfect scientific mission that resulted in
many discoveries that will be important both on earth
and for the International Space Station")
(Attribute Shuttle-Flight-Launch

(Composition-of 
(TextualDescription, 0.60,

(Composition-of 
(Image, 1, 

(Composition-of
("Shuttle", 0.30),
("Flight", 0.30),
("Launch", 0.30))))),

(VisualDescription, 0.40,
(Composition-of

(Region1, 0.40,
(Composition-of

(Color, 1,
(Composition-of

(          , 1, 0.80))))),
(Region2, 0.60,

(Composition-of
(Shape, 1,

(Composition-of

(     , 1))))))))).

Fig. 5. “Shuttle-Flight-Launch” concept: composition hierarchy. “Shuttle-Flight-Launch” concept: specification

database. The matching consists in computing the simi-
larity distance between the concept specified in the query
and the database image content. The returned images are
then sorted according to distances.

The similarity computation starts from the leaf nodes
(e.g., “Launch” “Shuttle” “Flight” “Color” “Shape”).
For each leaf attribute value that describes a certain
feature, we compute its similarity, using a suitable dis-
tance, with the same features of database images. For
color and texture, we have implemented a set of similar-
ity distances: histogram distance L1, Euclidean distance
L2, histogram intersection distance, moment distance L1,
and quadratic distance. These distances have been chosen
because they illustrate the advantages and disadvantages
of the current approaches. Histogram distance L1 and
Euclidean distance L2 are the simplest ones, histogram
intersection distance, moment distance L1, and quadratic
distance are generally more efficient when the result im-
ages are voluminous, but they are more complex. For
example, quadratic distance is more powerful, but it is
time-consuming compared to the first two distances. For
pragmatic reasons, before triggering the retrieval process,
the distance used is selected by the user out of the set of
distances.

We limit our presentation to quadratic distance. We
consider H and I histograms of, respectively, source
image (query image) and target image (image database).
They are defined by an array (vector) (hc1 ,hc2 ,hc3 ,...,hcn),
in which each element hcj represents the number of pixels
of color cj in the image. N is the number of pixels in the
image. The distance between two histograms of colors H
and I is represented by:

dQ(H, I) =
√

(H− I).A.(H− I)T ,
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(Concept Shuttle-Flight-Launch-Daylight)
(Description Shuttle-Flight-Launch-Daylight  "……")
(Attribute Shuttle-Flight-Launch-Daylight

(And
(Concept Shuttle-Flight-Launch)
(Description Shuttle-Flight-Launch "It .....")
(Attribute Shuttle-Flight-Launch

(Composition-of 
(TextualDescription, 0.60,

(Composition-of
(Image, 1, 

(Composition-of
("Shuttle", 0.30),
("Flight", 0.30),
("Launch", 0.30))))),

(VisualDescription, 0.40,
(Composition-of 

(Region1, 1,
(Composition-of

(Color, 1,
(Composition-of

(         , 1, 0.80))))),
(Region2, 0.60,

(Composition-of
(Shape, 1,

(Composition-of

(   , 1))))))))),
(Concept Daylight)
(Description Daylight "…..")
(Attribute Daylight

(Composition-of
 (TextualDescription, 0.50,

(Composition-of 
(Image, 1, 

(Composition-of
("Daylight", 1))))),

(VisualDescription, 0.50,
(Composition-of 

(Image, 1,
(Composition-of

(Color, 1,
(Or

(           , 0.70),
(           , 0.30))))))))))).

Fig. 6. “Shuttle-Flight-Launch-Daylight” concept: composition hierarchy. “Shuttle-Flight-Launch-Daylight” concept: specification

where H and I are, respectively, the color histograms
of M and N images. A is similarity matrix (n×n).
Quadratic distance may, also, be described in the follow-
ing form:

d2
Q(H, I) =

n∑
p=1

n∑
q=1

apq(hp− ip)(hq− iq) .

This distance is the best one because it correctly appre-
ciates color similarity, but it is time-consuming compared
to other distances (e.g., L1).

As for the shape, first, the source shape undergoes
a transcription into the model: Freeman code followed
by 11 quadruplets of Fourier descriptors (an, bn, cn, dn)
where n varies from 1 to 11. Second, the matching process
between the Fourier descriptors of z′ shape of the image
database and the Fourier descriptors of z shape of the
considered query, is triggered by computing the distance

between z and z′, namely:

d(z, z′) =

√√√√ P∑
n=1

(
|Z ′n|− K̂.|Zn|

)2

.

For z and z′ shapes, we have a positive constant K, and
for any n 6= 0 : |Z ′n|=K.|Zn|, where:

|Zn|=
√
|Xn|2 + |Yn|2 =

√
a2
n+ b2n+ c2n+d2

n .

That is to say, the shapes are identical but for one
geometric transformation. The translation, scale, and ro-
tation have no effect on the module of Fourier coefficients.
K̂ = 1

P

∑P
n=1

|Z′n|
|Zn|

is an estimation of K which minimizes

the error on the first P (e.g., 11) coefficients of Fourier.
Research by spatial constraints, and more particularly

by region localization in the image, follows two options.
In the first one, the user selects a localization among
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nine possibilities (middle, right, left, top, bottom, top and
right, top and left, bottom and right, and bottom and
left). In the second one, the user selects a region of an
image, and the system considers the localization of that
region in the query.

In spatial localization, there is no similarity measure.
The system considers only the images that respect the
localization specified in the query. This can be seen as
“exact matching”

For the text, the distance is equal to 1 if the words
matched are the same or synonymous, and 0 otherwise,
but we may use one of the various vector space infor-
mation retrieval models. The distances computed at the
leaves are propagated up the composite concept.

In the Composition-of node, the propagated value is
deduced by computing the vector sum distance values of
the component distances.

Distance_Composition-of =
n∑
i=1

(Weighti ∗Distancei) ,

where Distancei and Weighti represent respectively the
similarity and the weight associated with the component

Textual Description of Image

Shuttle-Flight-Launch

Textual Description Visual Description

0.6 0.4

ShapeColorLaunch FlightShuttle

Orange

0.3 0.3 0.3

Visual Description of Region1 Visual Description of Region2

0.60.4

(0.5) (0.8)

(0.5) (0.8)

(0.68)(0.6)

(0.62)

(0.6)

(0.5)

(0.8)

(0) (1) (1)

Fig. 7. Similarity propagation

node i. If we use the Or-node, the propagated value is
deduced by selecting the maximum distance value of the
component nodes,

Distance_OR = Max(Distance1,Distance2,

...,Distancen) ,

where distancei is the distance value associated with com-
ponent nodei. However, if we use the And-node, the prop-
agated value is deduced by selecting the minimum dis-
tance value of the component nodes,

Distance_AND = Min(Distance1,Distance2,

...,Distancen) ,

where Distancei is the value associated with component
node i.

The figure illustrates how distances are propagated
from the basic features to the composite feature. We as-
sume that the arcs without weights are equal to 1. If we
have an image in which the similarity values are equal
to 1, 1, 0.5, and 0.8 obtained from text, color, and shape
features, respectively, the final weight obtained for the
composite concept is 0.62. It corresponds to the distance
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between the query concept and the target image of the
database.

3.3 Knowledge integration

The result of the integration takes the form of classes.
Each query is considered as a potential class. The posi-
tive results of the query become instances of the potential
class. So, when the user validates the concept supported
by the class, the system creates the class and associates
the instances (positive results) with the class. The cre-
ation of the class is dynamic. This notion revolves around
the notion of scheme evolution, that is an important no-
tion of the object-oriented database. So, the different
classes, validated by the users, correspond to queries that
correspond to real world concepts. The creation of a class
is possible with the object-oriented model that imple-
ments our prototype. The creation, deletion, and mod-
ification of the classes are class methods defined in the
meta-class level of the object-oriented model. For differ-
ent queries, the system creates different classes. However,
the queries that reuse previous classes, imply the cre-
ation of sub-classes. We impose a minimum number of
instances in the classes. The system refuses the creation
of classes that have too few numbers of instances. In our
case, we consider that each created class should contain at
least 0.1% of the total number of images in the database.
For example, for our data set (30 000 images), each cre-
ated class is validated when the cardinality of the class
is greater than or equal to 30 images. The structure of
a class is composed of the visual features (shape, color,
texture) and the textual description of the query. It also
contains the weight value of each feature.

3.4 Query check

Users continue to prefer highly-customized user interfaces
that are very closely linked to specific application fields.
However, limited usability testing was performed and
when given enough training, users were able to use query
language for simple database tasks. The only current op-
erating alternative continues to be text, mainframe, thus
making any direct comparisons somewhat awkward to
make. Subjectively, however, the visual, highly-graphical
approach was preferred over the above alternatives. That
is why we developed a query visual interface and a func-
tional representation interface. The visual interface gives
users the possibility to specify their query by selecting
color, texture, shapes, constraints localization, and key
words with different weights. It also gives them the possi-
bility to specify a query by example, such as “find images
that are similar to the example image”. Then, the system
automatically generates a functional representation.

In case the user specifies a query that is very dif-
ficult to specify with the visual interface, he/she may
specify it directly in the functional representation inter-
face. A parser has been designed to eliminate syntactic

errors such as color without reference or missing bracket,
etc., and semantic errors, such as the absence of color
or shape reference, or the sum of weights greater than
100%, etc. The user query specification, based on the
functional representation interface, is not easy, however,
it may be interesting in certain cases in which the user
needs to specify a very complex query. In this case the
visual interface may be insufficient. We believe, that gen-
erally, the visual interface will be the most frequently
used. When the query is syntactically or semantically
incorrect, the query is refused. In other words, queries
can be constructed with a functional representation inter-
face, or they can be generated dynamically within an ex-
ample or within vision application using the user’s inter-
face. Queries are classes and their positive results are in-
stances. When validated, query classes and instances be-
come persistent and reusable. Users may keep libraries of
query templates, which can be built incrementally, tested
separately, cloned and linked together to form more com-
plex queries.

3.5 Query by examples

The following examples (Figs. 8–10) illustrate “query by
examples” that are based on a combination of the fea-
tures presented previously. Query by examples specifies
a query that means “find images that are similar to those
specified”. The query may be composed of several images.
Several images match the “goodness” of retrieval. The fol-
lowing examples illustrate well the kind of results we can
obtain when we use, on the one hand, visual queries and,
on the other, visual and textual queries.

In the following example (Fig. 8), the query based on
visual features. The query is: “find images that are similar
to the image presented in the example”. In visual descrip-
tion there are 50% for texture, 50% for color, 0%, for
shape and 0% for spatial constraints. There is no specifi-
cation of texts, so the system will scan all images of the
database without considering the textual annotations. As
results, we obtain a few images of waterfalls, because
there are lots of images that are visually similar to the ex-
ample, but they do not contain a waterfall. There are ten
positive images.

To match the description of the waterfall, several ex-
amples are presented (e.g., four). This property makes
possible the refinement of retrieval based on the feedback
(results of previous queries). The results obtained tend
to have more “goodness”. As previously, the visual de-
scriptions are specified as follow: 50% for texture, 50%
for color, 0% for shape, and 0% for spatial constraints
(Fig. 9).

We “may” obtain better results when combining vi-
sual, as done previously, and textual descriptions with,
respectively, 50% visual description and 50% textual de-
scription. In textual description, the query specifies the
keyword “waterfall”, and the visual description contains
the visual features. In the visual description there are
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Fig. 8. Find images that are similar to the example: “waterfall”

50% for texture, 50% for color, 0% for shape, and 0% for
spatial constraints. The results are better because the an-
notation “waterfall” exists in the dictionary (Fig. 10).

So the “goodness” is dependent on the particular vo-
cabulary used, in our case “waterfall”. If the manual de-
scriptions were incomplete, in our case there was no “wa-
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terfall” in the dictionary, then we would be in the pres-
ence of unanticipated search in subsequent retrievals.

4 Experimental results

We have conducted extensive experiments of varied data
sets to measure the performance of the concept-based
query. First, we present the metrics used to measure
retrieval performance followed by a description of the
data sets. Finally, we present the results along with our
observations.

Examples

Sorted results

Image
results

Positive results

Fig. 9. “Find images that contain waterfalls”

4.1 Evaluation method

The retrieval system can be evaluated by considering its
capacity to effectively retrieve information relevant to
a user. It is called the retrieval goodness. Retrieval good-
ness is measured by recall and precision metrics [27, 29].
For a given query and a given number of images retrieved,
recall gives the ratio between the number of relevant im-
ages retrieved and the total number of relevant images
in the collection considered. Precision gives the ratio be-
tween the number of relevant images retrieved and the
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Fig. 10. “Find images that are visually similar to the example and described by the keyword waterfalls”

number of retrieved images.

Precision = |relevant∩ results|/|results|

Recall = |relevant∩ results|/|relevants|

Recall and precision values for a system can be rep-
resented in a recall and precision graph [26], where the
precision of the system is plotted as a function of the re-
call. This representation allows us, for instance, to meas-
ure the precision at different recall points.

4.2 Data sets

We have conducted experiments on a data set which
is a collection of images covering a wide range of cat-
egories including animals, panorama, archive, flowers,
scenery, people, nature, etc. This collection contains
around 30 000 images. All images are catalogued into
broad categories and each image carries an associated de-
scription. In this case, manually separating the collection
into relevant and non-relevant sets was infeasible due to
the size. It is not simple to obtain the exact number of
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Table 1. Experimental results

Queries Concept-based queries Non-concept-based queries
Precision Recall Precision Recall

Query 1 80% 59% 30% 70%
Query 2 65% 68% 60% 55%
Query 3 55% 70% 40% 65%
Query 4 65% 65% 50% 57%
Query 5 75% 64% 80% 42%
Query 6 75% 60% 75% 50%
Query 7 80% 57% 70% 53%
........
Query 98 85% 55% 40% 62%
Query 99 87% 50% 55% 56%
Average 80% 85% 55% 70%

positive results in the large image database. Instead, we
estimate the cardinality of the result set of each query.
The pre-classification of images in semantic categories
such as panorama, flowers, etc., simplifies our estimation
process. For certain images, we pre-determine, by hand
and by exhaustive browsing, a set of relevant image re-
sults. For other images, we start the search by issuing the
query involving textual descriptions or visual features, to
obtain the first set of images results. The set is refined
and expanded by using query by example and exhaustive
browsing.

4.3 Results and analysis

The recall and precision graphs for our system are com-
puted as follows. One hundred reference (“query”) images
are selected from a test collection. A sub-set of images is
selected per category (waterfalls, fires, panorama, etc.).
For each image, a concept-based query is formulated. For
an image reference, we associate a concept-based query
that mixes visual features and textual descriptions (color
+ text, shape + text, texture + text, spatial-localization
+ text, color + texture + text, color + texture + shape +
text). We also associate a non-concept-based query that
uses only text descriptions or visual descriptions such as
shapes, colors or textures, but not both. In certain ref-
erence images, we use only colors; in others shapes and
colors; and in others textures and colors.

To demonstrate the goodness of the concept-based
queries, the results of the concept-based queries are com-
pared with the results of queries that do not use the
concept-based queries. The queries that do not use know-
ledge combine either visual features (color, texture, spa-
tial localization) or text, but not both. Since it is not
possible to retrieve all relevant images, our experiment
evaluates only the first 100 ranked images.

Regarding the table that summarizes some results,
it is obvious that the use of domain knowledge leads to
improvements in both precision and recall over major-
ity queries tested. The average improvements of concept-

based queries over non-concept-based queries are 25% for
precision and 15% for recall. The resulting recall and pre-
cision graph is shown in Fig. 11.

The graph shows that, over all, precision and recall are
better for concept-based queries (queries that mix visual
features and textual descriptions with different degrees of
importance) than for queries that use only visual features
such as color or shapes or textures or textual descriptions,
but not both.

We interpret these graphs as follows: a higher curve
is better than a lower curve. This would mean that, for
most query points, the precision points are better than re-
call points. The graph represented is globally monotonic.
However, we think that the graph may not be monotonic
for a different sample of queries.

We observe that for a sub-set of non-concept-based
queries, the precision is better than the precision of
concept-based queries. A possible explanation for this is
that the weight of features used in concept-based queries
is too restrictive. The weight of features may perturb the
goodness even if it is determined subjectively.

The general principle of “the larger the retrieved set,
the higher the recall, and the lower the precision” is ob-
served in Fig. 12.

5 Contributions and comparison with other
approaches

The contributions of our approach revolve around the
simultaneous presence of the following nine points:

1. From visual points of view, we implement shape, color,
texture, and spatial localization features. Several cur-
rent systems do not implement all these features to-
gether. The color is the most commonly one [22]. Cer-
tain approaches use color pairs to model the distinct
boundaries and relationships between objects in an
image, in order to eliminate the contributions of the
image background and to perform semantic object
retrieval. Others consider the use of segmented im-
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Fig. 11. The recall and precision graphs of the retrieval system. The following graphs are compared: Solid line: retrieval of concept-based
queries. Dotted line: retrieval of non-concept-based queries. In general, solid lines are above dotted lines in terms of recall and precision

ages in retrieval, coupled with the use of perceptually
similar colors, substantial improvements in retrieval
effectiveness have been obtained. In addition, others
develop a color-spatial model, which encodes image
contents as a set of dominant colors, along with their
spatial distributions in the image. Measures and tests
have proved that a retrieval system that combines at
least colors and textures could achieve a retrieval ef-
fectiveness of up to 60% [3] in recall and precision.

2. In our approach, we combine visual (shape, color,
texture, spatial constraints) with textual description
in queries and indexing, and we associate different
degrees of importance with the different features,
whether they be visual or textual. Although several
systems for image retrieval exist, very few of them
mix visual and textual features with different degrees
of relevance in order to index and retrieve images.
The CHABOT system, for example, uses simple color
and text analysis strategies for image retrieval [22],
but there is no representation of texture, shape, spa-
tial localization features. Visual information retrieval
systems, such as SurfImage [21], VisualSeek [30],
MARS [23], are generally limited to visual features
that are usually extracted automatically. Classical
information retrieval systems, such as [16], have de-
veloped techniques based on semantic description of
the content limited to textual annotations. Content-
based queries are proposed in image databases [23]. It
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Fig. 12. Precision at recall levels

describes how content-based retrieval techniques ap-
plied to textual documents in the area of automatic
information retrieval, can be adapted for ranked re-
trieval in image databases. In particular, it discusses
the ranking and retrieval algorithms developed in the
system based on the Boolean retrieval model. How-
ever, there is no mixing of textual and visual features
in indexing and retrieval. [16] develops an approach
that consists of a video text data model based on
free text annotations associated with logical video
segments and a corresponding query language. The
model allows free text annotations on logical video
segments, as well as user queries based on the tem-
poral and interval relations between annotated logical
video segments. The video indexing and query pro-
cessing are based on information retrieval techniques,
and query results can be ranked according to their
relevance to the semantic content of the video data.
However, there are no visual descriptions of the con-
tent, the indexing is restricted to manual annotations.
More generally, many operational systems are based
on textual annotations, called a thesaurus. A system
that offers support for both alphanumeric data at-
tached to images, and content-based query utilizing
image examples is proposed in [31]. Content-based re-
trieval, specifically Query by Image Example, is made
possible by the self-organizing hierarchical optimal
subspace and learning framework for object recogni-
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tion. The system analyses all images in the database
and builds a hierarchical structure for efficient search.
It uses the theories of optimal linear projection to gen-
erate the hierarchical tessellation of a space defined
by the training images. This space is generated using
the Discriminant Karhunen-Loève projection, where
two sets of features are generated. The most expres-
sive features are useful for characterizing a collection
of images that belong to the same class. The most
discriminating features are useful for determining to
which class a particular image belongs. The system
has been designed and experimented for face recogni-
tion. So, the visual content description is specific to
face recognition. The mixing strategy between visual
and textual features is based on ”conjunctive” strat-
egy without any possibility for the user to specify dif-
ferent degrees of importance to different features. This
point is the direct result of the specific application do-
main: face recognition. Finally, there is no strategy to
manage the user’s knowledge based on real-world con-
cepts.

3. The approach presented in our work is generic and
independent of a specific application domain. It may
be adaptable to any specific application domain, and
there is no need to reconsider all the whole system
when we apply it in a specific application field. In
other systems such as in MACS, they allow querying
and integration of image data and heterogeneous data
sources including image and video [2]. The MACS
system includes accessing images annotated textually
and with captions, as well as accessing face recogni-
tion algorithms to manipulate a face database. The
system is specific to face recognition domain, so visual
features are focused on this specific domain of applica-
tion.

4. The concepts that we look for (car, bus, plane, flower,
sea, sun, etc.) are stereotyped. These concepts are im-
plemented by classes, in terms of object paradigms,
and the positive results of the queries are instances of
the classes.

5. The approach supports different concept composi-
tions to obtain more complex concepts (sea concept +
plane concept = plane on the sea concept). The “plane
on the sea” concept is composed of two sub-concepts
“sea” and “plane”. This composition may have differ-
ent degrees of importance, so the concept “sea” may
have more importance than the concept “plane”. The
degree of similarity between the content of an image
and the concept representation is used to compute the
relevance of the image.

6. The approach implements the building of hierarchical
composition of real world concepts. The stereotyped
model of the concept “plane on the sea at sunrise”
is composed of a number of concepts (“sea at sun-
rise”, “plane”). The concept of the “sea at sunrise” is
composed of two primitive concepts (“sea” and “sun-
rise”). “plane” is itself a primitive concept. The prim-

itive concepts are in turn defined in terms of a set of
image content features (shape, texture, color, text).
With this representation, we can successively build up
a hierarchical model of real-world concepts together
with clues for their detection in terms of colors, tex-
tures, and text descriptions at a primitive level. The
building of hierarchical composition of real-world con-
cepts integrates knowledge in the database, and allows
complex user query specifications.

7. The approach implements a powerful shape repre-
sentation. QBIC [10] uses global shape features such
as area and circularity to retrieve similarity shape
objects. However, it has a limited precision of the
global shape representation. Thus, we use a mathe-
matical model which is one of the best: the Fourier
model [32]. The Fourier model has very interesting
advantages: the shape can be reconstructed from the
descriptors; it has a mathematical description rather
than a heuristic one; and finally, the model supports
the robustness of description to translation, rotation,
and scale transformations. An important contribu-
tion of our representation is our extension of Fourier
model shape description. This extension considers the
matching process. In this extension, we consider the
shape z(t) composed of two signals: x(t) and y(t). So,
z(t) = (x(t), y(t)). x(t) represents the different values
of x, and y(t) represents the different values of y.
y = shape(x). Shape is the function in which we have
the coordinates of the shape points. t indicates the
different indices of the signal z.t= 0, T −1. T is the
period of the signal, and T = number of x values and
y values. That is why we have two suites of coefficients
S(an, bn) and S(cn, dn) that represent the Fourier co-
efficients of x(t) and y(t), respectively. In this exten-
sion, we modify the similarity measures (Euclidean
distance) in order to consider the coefficients of the
two signals x(t) and y(t).

8. As presented in the introduction, retrieving images
by content has been studied recently [9, 10, 17, 30],
and matching similar features remains a difficult prob-
lem. Therefore, it is essential to use a cooperative an-
swering technique [5] to provide approximate match-
ing of the features. Previously proposed cooperative
database systems used the rule-based approach [6],
and are therefore not scalable. In our approach, know-
ledge is structurally represented at different levels of
semantics by the concept hierarchy and can be auto-
matically generated from user queries. Our knowledge
acquisition uses the technique of unsupervised con-
ceptual clustering [5]. In order to provide a powerful
textual and visual retrieval of image features, we have
associated this knowledge representation with visual
and textual features.

9. Current research in image databases tackles individ-
ual components of the overall image database prob-
lem. Models exist for representing images, and query
languages for retrieving images by content have also
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been developed like in QBIC and Virage [17]. Model-
ing and query languages in conventional alphanumeric
databases have also been developed [16]. However,
to support image database requirements in our sys-
tem, we need to support combined textual and image
requirements. Our visual query language supports
knowledge-based concept query answering. Other vi-
sual query languages such as [7] can only support
a subset of the requirements for the image query lan-
guage provided by our approach. Many existing works
also model and query image information [5, 24]. As
in [5], concept-based query is used as the formalism in
our work to combine the visual language and its pro-
cessing. Due to the fact that our functional language
is convertible to Object Query Language as recom-
mended by ODMG, our processing language may be
more directly compatible with commercially available
database engines than in [4, 24].

Finally, the work reported in this paper is being ex-
tended in an important direction that mixes two dis-
tinct historical features, textual and visual features,
in the same real-world concept. These two kinds of
features belong to two historical classes of systems,
respectively, visual information systems triggered by
William Grosky [12], and information retrieval initiated
by Moores [18], Salton, and others. Our combination con-
siders the two kinds of features in a description scheme.
The representation of the knowledge of the domain is
incorporated in the database in the form of concepts
implemented by classes. To limit the explosion of the con-
cepts, the system limits the number of created classes.
When the maximal number is reached, the class that con-
tains the smallest number of instances is destroyed.

6 Conclusion

We have presented a visual and textual content-based
retrieval system. The system has two major compo-
nents: extraction and queries. We combine manual, semi-
automatic, and automatic approaches in order to extract
image region features. In queries, the user may use both
visual and textual features with different degrees of im-
portance in order to specify the full semantics of the
required images through both visual and textual forms.

A query-based abstraction is introduced to stereo-
type image model descriptions. A concept is organized
in a composite hierarchy of sub-concepts. The primitive
concept is defined in terms of a set of image content
attributes text, color, texture, shape, and localization.
The matching between the source and the target con-
cept computes the similarity distance, and propagates
it by computing the vector sum distance value through
the concept composite hierarchy. Users specify the query
as a composite concept incorporating application know-
ledge. A concept may be a basic concept (color, texture,
shape, spatial localization, or keywords) or a high-level

concept. The leaf nodes of the concept provide basic fea-
tures of the image contents. These basic features include
text, color, shape, and constraint localization specifica-
tions. The weights computed and propagated up to the
root concept correspond to the degree of similarity be-
tween target and source images.

The user may either give an example image to express
his/her query, or specify complex queries with different
degrees of importance suited to different classes of queries
(a combination of several features where each feature,
according to its role in the wanted image, has its own
weight). So, the user may define his/her own concepts,
(i.e., introduce his/her application domain knowledge in
the system), store these concepts in the database and
reuse them whenever it is necessary. The storage of the
application field knowledge is very important. The user
may define easily and naturally, a high concept from one
or several basic concepts. Moreover, the integrated know-
ledge is not predetermined with regard to a specific appli-
cation field. It is the application domain knowledge that
has an importance according to user’s experience. So,
our prototype is generic and adaptable to any field. Be-
sides, this approach overcomes the problem of incomplete
knowledge inherent in most of knowledge-based systems,
and enables users to organize their queries based on their
perceptions of concepts.
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