Koszul duality of operads  
and homology of partition posets

Benoit Fresse

Abstract. We consider partitions of a set with \( r \) elements ordered by refinement. We consider the simplicial complex \( \bar{K}(r) \) formed by chains of partitions which starts at the smallest element and ends at the largest element of the partition poset. A classical theorem asserts that \( \bar{K}(r) \) is equivalent to a wedge of \( r - 1 \)-dimensional spheres. In addition, the poset of partitions is equipped with a natural action of the symmetric group in \( r \) letters. Consequently, the associated homology modules are representations of the symmetric groups. One observes that the \( r - 1 \)th homology modules of \( \bar{K}(r) \), where \( r = 1, 2, \ldots \), are dual to the Lie representation of the symmetric groups. In this article, we would like to point out that this theorem occurs a by-product of the theory of Koszul operads. For that purpose, we improve results of V. Ginzburg and M. Kapranov in several directions. More particularly, we extend the Koszul duality of operads to operads defined over a field of positive characteristic (or over a ring). In addition, we obtain more conceptual proofs of theorems of V. Ginzburg and M. Kapranov.
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Prologue

We consider the set of partitions of \( \{1, \ldots, r\} \) equipped with the partial order defined by the refinement of partitions (for instance, we have \( \{1,3\}, \{2,4\} \leq \{1\}, \{3\}, \{2,4\} \)). The single set \( \{1, \ldots, r\} \) forms the smallest partition of \( \{1, \ldots, r\} \) and the collection \( \{1\}, \ldots, \{r\} \) forms the largest partition. We mention that the
components of a partition are not assumed to be ordered (for instance, the collections \{1, 3\}, \{2, 4\} and \{2, 4\}, \{1, 3\} define the same partition). We observe also that the set of partitions is equipped with an action of the symmetric group \(\Sigma_r\), since a permutation \(w: \{1, \ldots, r\} \to \{1, \ldots, r\}\) maps a partition of \{1, \ldots, r\} to another partition.

We consider the simplicial set \(\tilde{K}(r)\) which consists of sequences of partitions \(\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_n\) such that \(\lambda_0 = \{1, \ldots, r\}\) and \(\lambda_n = \{1\}, \ldots, \{r\}\). The face \(d_i\) is given by the omission of \(\lambda_i\). The degeneracy \(s_j\) is given by the repetition of \(\lambda_j\). We have the following result:

**Theorem.** We consider the reduced homology of the simplicial set \(\tilde{K}(r)\) with coefficients in \(\mathbb{K} = \mathbb{Z}, \mathbb{Q}\) or \(\mathbb{F}_p\). This homology is a graded \(\Sigma_r\)-module since the set of partitions is equipped with an action of the symmetric group. We have

\[
\tilde{H}_s(\tilde{K}(r), \mathbb{K}) = \begin{cases} 
\mathcal{L}(r)^\vee \otimes \text{sgn}_r, & \text{if } s = r - 1, \\
0, & \text{otherwise},
\end{cases}
\]

where \(\mathcal{L}(r)\) denotes the \(r\)th component of the Lie operad \(\mathcal{L}\).

The Lie operad \(\mathcal{L}\) consists precisely of the sequence of representations \(\mathcal{L}(r)\) formed by the “multilinear” components of free Lie algebras \(\mathcal{L}(\mathbb{K}r_1 \oplus \cdots \oplus \mathbb{K}r_r)\) (more explicitly, the module \(\mathcal{L}(r)\) is spanned by the Lie monomials of degree 1 in each variable). In the theorem, we consider tensor products of dual representations \(\mathcal{L}(r)^\vee\) with the classical signature representations \(\text{sgn}_r\).

Here are bibliographical references about this theorem. The character of the representation \(\tilde{H}_{r-1}(\tilde{K}(r), \mathbb{K})\) is determined by R. Stanley in [51] and by P. Hanlon in [35]. The relationship with the character of the Lie operad is pointed out by A. Joyal in [41]. These results about characters are refined by A. Robinson and S. Whitehouse in [74].

One can deduce from results of A. Björner that the (reduced) homology of partition posets vanishes in degree \(s \neq r - 1\) (cf. [14]). Then, in [3], H. Barcelo defines an isomorphism of representations \(\tilde{H}_{r-1}(\tilde{K}(r), \mathbb{K}) \simeq \mathcal{L}(r)^\vee \otimes \text{sgn}_r\), based on the Lyndon basis of the Lie operad (cf. M. Lothaire [51], C. Reutenauer [71]). This result is improved by P. Hanlon and M. Wachs in [36]. Namely, these authors define a natural morphism (which does not involve the choice of a basis of the Lie operad) from the dual of the Lie operad to the chain complex of the partition poset

\[
\mathcal{L}(r)^\vee \otimes \text{sgn}_r \to C_{r-1}(\tilde{K}(r)).
\]

This morphism fixes a representative of the homology class associated to a given element of the Lie operad. In addition, P. Hanlon and M. Wachs generalize the theorem above and give a relationship between partition posets and structures of Lie algebras with \(k\)-ary brackets.

On the other hand, a topological proof of the theorem above, based on calculations of F. Cohen (cf. [20]), is given by G. Arone and M. Kankaanrinta in [2]. In connection with this result, we should mention that an article of G. Arone and M. Mahowald (cf. [3]) sheds light on the importance of partition posets in homotopy theory. Namely, these authors prove that the Goodwillie tower of the identity functor on topological spaces is precisely determined by partition posets.

**Introduction**

In this article, we would like to point out that the theorem of the prologue occurs as a by-product of the theory of Koszul operads. For that purpose, we
improve results of V. Ginzburg and M. Kapranov (cf. [31]) in several directions. More particularly, we extend the Koszul duality of operads to operads defined over a field of positive characteristic (or over a ring). In addition, we obtain more conceptual proofs of theorems of V. Ginzburg and M. Kapranov.

We recall that an operad is an algebraic structure which parametrizes a set of operations. Originally, the notion of an operad is introduced by P. May in a topological context in order to model the structure of an iterated loop space (cf. [61]). To be precise, the definition of an operad arises on one hand from the notion of an algebraic theory (cf. J. Boardman and R. Vogt [15], F. Lawvere [48], S. Mac Lane [53]) and on the other hand from the structure of a monad (also called triple, cf. J. Beck [10], S. Eilenberg and C. Moore [23]). In particular, we should mention that J. Boardman and R. Vogt consider certain prop structures, which are equivalent to operads, in their work on iterated loop spaces (cf. [15]).

We refer to Adams’s book [1] for a nice survey of this subject.

In this article, we are concerned with operads in a category of modules over a ground ring $K$. In this context, an operad $P$ consists of a sequence of representations $P(r)$ of the symmetric groups $\Sigma_r$ together with composition products

$$P(r) \otimes P(n_1) \otimes \cdots \otimes P(n_r) \to P(n_1 + \cdots + n_r).$$

In general, an operad $P$ is associated to a category of algebras, called $P$-algebras, for which the elements of $P(r)$ represent multilinear operations on $r$ variables. The composition products of $P$ determine the composites of these operations. For instance, there are operads denoted by $C$, respectively $L$, associated to the category of commutative and associative algebras, respectively to the category of Lie algebras. (To be precise, in this article, we consider commutative algebras without units.)

The $K$-module $C(r)$ is generated by the single monomial $p(x_1, \ldots, x_r) = x_1 \cdots x_r$ in $r$ commutative variable which has degree 1 in each variable. Consequently, this $K$-module $C(r)$ is the trivial representation of the symmetric group $\Sigma_r$. The $K$-module $L(r)$ is generated by the Lie monomials in $r$ variables which have degree 1 in each variable.

Classically, a sequence of representations of the symmetric groups $M(r)$ is equivalent to a functor $S(M) : K\text{Mod} \to K\text{Mod}$ whose expansion

$$S(M)(V) = \bigoplus_{r=0}^{\infty} (M(r) \otimes V^\otimes r)_{\Sigma_r}$$

consists of coinvariant modules $S_r(M)(V) = (M(r) \otimes V^\otimes r)_{\Sigma_r}$. For instance, the functor associated to the commutative operad $S(C) : K\text{Mod} \to K\text{Mod}$ can be identified with the augmentation ideal of the symmetric algebra $S(C)(V) = \bigoplus_{r=1}^{\infty} (V^\otimes r)_{\Sigma_r}$. Similarly, the functor associated to the Lie operad $S(L) : K\text{Mod} \to K\text{Mod}$ is given by the structure of a free Lie algebra. In general, the structure formed by a sequence of representations of the symmetric groups $M(r)$ is called a $\Sigma_r$-module (or a symmetric module in plain English).

One observes that classical complexes associated to commutative algebras and Lie algebras are functors determined by $\Sigma_r$-modules. On one hand, we consider the cotriple construction of a commutative algebra $A$ which is a chain complex $C^\text{cotriple}_r(A)$ such that

$$C^\text{cotriple}_r(A) = \underbrace{S(C) \circ \cdots \circ S(C)}_{s-1}(A)$$
We prove precisely that the cotriple construction is the functor associated to the chain complex of the partition posets $C_*(\bar{K}(r))$. We have explicitly $C^{\text{cotriple}}_*(A) = \bigoplus_{r=0}^{\infty} (C_*(\bar{K}(r)) \otimes A^\otimes r)_{\Sigma_r}$.

On the other hand, we consider the Harrison complex $C^{\text{Harr}}_*(A)$ (cf. D. Harrison, [37]) which has the coinvariant module $C^{\text{Harr}}_{r-1}(A) = (L(r)^\vee \otimes \text{sgn}_r \otimes A^\otimes r)_{\Sigma_r}$ in degree $r - 1$ (see paragraph 6.6 for more precisions). We define a comparison morphism $C^{\text{Harr}}_*(A) \rightarrow C^{\text{cotriple}}_*(A)$.

In positive characteristic, the cotriple homology differs from the Harrison homology. In particular, the cotriple homology of a symmetric algebra $H^{\text{cotriple}}_*(S(C)(V))$ vanishes for general reasons while the Harrison homology $H^{\text{Harr}}_*(S(C)(V))$ does not (cf. M. Barr [6], D. Harrison [37], S. Whitehouse [86]). Consequently, the comparison morphism above does not define a quasi-isomorphism of chain complexes. Nevertheless, we deduce from the Koszul duality of operads that this comparison morphism is induced by a quasi-isomorphism of $\Sigma_r$-modules $L(r)^\vee \otimes \text{sgn}_r \otimes A^\otimes r \rightarrow C_*(\bar{K}(r))$. (In fact, we recover exactly the chain equivalence of M. Wachs and P. Hanlon.) The theorem of the prologue follows from this assertion.

Similarly, for Lie algebras, we have, on one hand, the cotriple complex $C^{\text{cotriple}}_*(G) = S(L) \circ \cdots \circ S(L)(G)$ and, on the other hand, the Chevalley-Eilenberg complex $C^{\text{CE}}_*(G)$, which can be defined by the formula $C^{\text{CE}}_{r-1}(G) = (C(r)^\vee \otimes \text{sgn}_r \otimes G^\otimes r)_{\Sigma_r}$ (cf. M. Barr [7], J.-L. Koszul [45]). One can deduce from classical arguments that the cotriple homology agrees with the Chevalley-Eilenberg homology (cf. M. Barr [7]). We make this assertion more precise. Namely, in the case of Lie algebras, we have a comparison morphism $C^{\text{CE}}_*(G) \rightarrow C^{\text{cotriple}}_*(G)$ which gives rise to an isomorphism from the Chevalley-Eilenberg homology to the cotriple homology for all Lie algebras $G$ which are projective over the ground ring $\mathbb{K}$. In fact, one purpose of this article is to point out that the comparison morphisms $C^{\text{Harr}}_*(A) \rightarrow C^{\text{cotriple}}_*(A)$ and $C^{\text{CE}}_*(G) \rightarrow C^{\text{cotriple}}_*(G)$ are determined by quasi-isomorphisms of $\Sigma_r$-modules in both cases, although the first one does not give a quasi-isomorphism of chain complexes for all commutative algebras $A$.

More generally, we observe that $\Sigma_r$-modules have better homological properties than associated functors and this makes results about coefficients easier. Therefore, we introduce an operation on $\Sigma_r$-modules $M, N \rightarrow M \circ N$ which corresponds to the composition product of functors. We have explicitly $S(M \circ N) = S(M) \circ S(N)$. The cotriple constructions above are determined by composites $\Sigma_r$-modules, since $S(C) \circ \cdots \circ S(C)(V) = S(C \circ \cdots \circ C)(V)$ and $S(L) \circ \cdots \circ S(L)(V) = \cdots$
we obtain embeddings of $\Sigma^\ast$-modules

$$\mathcal{L}(r)^\vee \otimes \text{sgn}_r \hookrightarrow \mathcal{L}(r)_{r-1} \quad \text{and} \quad \mathcal{C}(r)^\vee \otimes \text{sgn}_r \hookrightarrow \mathcal{L}(r)_{r-1}$$

respectively.

Let us introduce the general constructions for operads which give rise to these comparison morphisms. The idea is to generalize classical structures from algebras to operad. The tensor product of $K^\ast$ respectively.

To be precise, these authors consider operads for which the weight grading coincides with the operadic grading. More explicitly, any operad considered by J. Beck in [10] and by P. May in [61]). Explicitly, for a given operad $P$, we let $\tilde{C}_\ast(P)$ denote the chain complex such that

$$\tilde{C}_\ast(P) = P \circ \cdots \circ P_{\ast-1}.$$  

We analyze the structure of this chain complex. First, we observe that the operadic bar construction $\tilde{B}_\ast(P)$ introduced by E. Getzler and J. Jones in [30] and by V. Ginzburg and M. Kapranov in [31] is identified with a subcomplex of $\tilde{C}_\ast(P)$. Then, we assume that $P$ is equipped with a weight grading $P = \bigoplus^\infty_{s=0} P_s$. In this case, the bar construction $\tilde{B}_\ast(P)$ is equipped with an induced grading $\tilde{B}_s(P) = \bigoplus^\infty_{r=0} \tilde{B}_s(P)_r$. Furthermore, we have $\tilde{B}_s(P)_r = 0$ if $s > r$. Therefore, the homology modules $\tilde{K}_s(P) = H_s(\tilde{B}_s(P)_r)$ form a subcomplex of $\tilde{B}_\ast(P)$. Finally, we obtain embeddings of $\Sigma^\ast$-modules

$$\tilde{K}_\ast(P) \hookrightarrow \tilde{B}_\ast(P) \hookrightarrow \tilde{C}_\ast(P).$$

The definition of $\tilde{K}_\ast(P)$ generalizes a construction of V. Ginzburg and M. Kapranov. To be precise, these authors consider operads for which the weight grading coincides with the operadic grading. More explicitly, any operad $P$ can be equipped with a weight grading such that $P_s(r) = P(r)$ if $s = r + 1$ and $P_s(r) = 0$ otherwise. In this context, V. Ginzburg and M. Kapranov determine the $\Sigma^\ast$-modules $\tilde{K}_\ast(P)$ associated to the commutative operad $P = \mathcal{C}$ and to the Lie operad $P = \mathcal{L}$. We obtain precisely $\tilde{K}_\ast(\mathcal{C})(r) = \mathcal{L}(r)^\vee \otimes \text{sgn}_r$, and $\tilde{K}_\ast(\mathcal{L})(r) = \mathcal{C}(r)^\vee \otimes \text{sgn}_r$. Hence, the embeddings above provide the required comparison morphisms.

Here is how we deduce the theorem of the prologue from Koszul duality arguments. We introduce constructions with coefficients $C_\ast(L, P, R)$ and $K_\ast(L, P, R)$ such that

$$C_\ast(I, P, P) = \tilde{C}_\ast(P) \circ P \quad \text{and} \quad K_\ast(I, P, P) = \tilde{K}_\ast(P) \circ P.$$  

Then, we generalize a classical comparison argument from algebras to operads. Namely, we prove that a morphism of $\Sigma^\ast$-modules $\phi : M \rightarrow N$, where $M = M \circ P$ and $N = N \circ P$, induces a quasi-isomorphism $\tilde{\phi} : M \rightarrow N$ if the $\Sigma^\ast$-modules $M$ and $N$ are both acyclic chain complexes. (Let us mention that, in positive characteristic, this property holds for $\Sigma^\ast$-modules but not for functors.) Consequently, we conclude that the embedding $\tilde{K}_\ast(P) \hookrightarrow \tilde{C}_\ast(P)$ is a quasi-isomorphism if and only if the complex $K_\ast(I, P, P) = \tilde{K}_\ast(P) \circ P$ is acyclic.

We have in general $S(K_\ast(I, P, P)) = S(\tilde{K}_\ast(P)) \circ S(P)$. Accordingly, the complex of $\Sigma^\ast$-modules $K_\ast(I, P, P)$ is associated to the Harrison complex of the symmetric algebra $C^\ast_{\text{harr}}(S(\mathcal{C})(V))$ in the case $P = \mathcal{C}$ and to the Chevalley-Eilenberg complex of the free Lie algebra $C^\ast_{CE}(S(\mathcal{L})(V))$ in the case $P = \mathcal{L}$. We mention that the latter complex is acyclic while the former is not. Nevertheless,
we prove that the associated complexes of $\Sigma_*$-modules $K_*(I, C, C)$ and $K_*(I, L, L)$ are both acyclic. To be precise, the complex $K_*(I, L, L)$ is acyclic because this property holds for the associated functor $S(K_*(I, L, L))(V) = C^{CE}_*(S(L)(V))$. Then, we deduce that the complex $K_*(I, C, C)$ is acyclic by Koszul duality between the commutative operad and the Lie operad.

As mentioned above, our definition of the Koszul construction $P \mapsto \bar{K}(P)$ generalizes the definition of V. Ginzburg and M. Kapranov. In fact, there are Koszul duality results for generalizations of the Lie operad in which one considers Lie brackets in more than 2 variables (cf. E. Getzler [29], A.V. Gnedbaye [32], A.V. Gnedbaye and M. Wambst [33], P. Hanlon and M. Wachs [36], Y. Manin [57]). The theory of V. Ginzburg and M. Kapranov does not work for these examples, but the generalized construction gives the right results.

Finally, we would like to mention that similar Koszul duality results seem to occur for the derived functors

$$\text{Tor}_*(C)(V) = \bigoplus_{r=0}^{\infty} \text{Tor}^\Sigma_{r*}((C(r), V \otimes r))$$

and

$$\text{Tor}_*(L)(V) = \bigoplus_{r=0}^{\infty} \text{Tor}^\Sigma_{r*}((L(r), V \otimes r))$$

associated to the commutative and Lie operads. Hints are given, on one hand, by the calculations of G. Arone and M. Mahowald (cf. [3], see also G. Arone and M. Kankaanrinta [2]) and, on the other hand, by theorems obtained by A.K. Bousfield and E.B. Curtis in the context of unstable algebras (cf. [18]).

Here are a few indications about the contents of this article. We recall classical definitions and results about operad structures in chapter 1. More particularly, we point out special phenomena which do not occur in characteristic zero and which motivate the definitions of this article. We generalize results of classical homology theory from modules over an algebra to modules over an operad in chapter 2. We recall the main properties of the bar construction $B_*(P)$ in chapter 3. We give a precise account of this construction to fix conventions and for the sake of completeness, but this section does not contain any original result. We introduce the cotriple construction $\tilde{C}_*(P)$ and the comparison morphism $\tilde{B}_*(P) \mapsto \tilde{C}_*(P)$ in chapter 4. We devote chapter 5 to the Koszul construction $\bar{K}_*(P)$. We go back to partition posets and applications in the last section of this article.

The chapters 2, 3 and 4 have independent introductions where main results are stated. Proofs and technical constructions are postponed (and could be skipped in a first reading).

Part 0. Conventions

0.1. Notation. We fix a commutative ground ring $\mathbb{K}$. We work within the category of $\mathbb{K}$-modules, denoted by $\mathbb{K}\text{Mod}$. To be precise, if the ground ring is not a field, then we consider tacitly only projective $\mathbb{K}$-modules. We let $V^\vee = \text{Hom}_{\mathbb{K}}(V, \mathbb{K})$ denote the dual $\mathbb{K}$-module of any $V \in \mathbb{K}\text{Mod}$.

The group of permutations of $\{1, \ldots, r\}$ is denoted by $\Sigma_r$. If $M$ is a $\Sigma_r$-module, then $M^\vee$ is the dual $\mathbb{K}$-module of $M$ and is equipped with an unsigned action of $\Sigma_r$. Explicitly, if $f : M \to \mathbb{K}$, then we set $w \cdot f(x) = f(w^{-1} \cdot x)$, for all $w \in \Sigma_r$. 


0.2. Symmetric monoidal categories. We recall that a symmetric monoidal category consists of a category $\mathcal{M}$ together with an associative bifunctor $\otimes : \mathcal{M} \times \mathcal{M} \rightarrow \mathcal{M}$ which possesses a symmetry isomorphism $c(X,Y) : X \otimes Y \rightarrow Y \otimes X$ and a unit $1 \in \mathcal{M}$.

In this article, we are concerned with the following basic symmetric monoidal categories: the category of $\mathbb{K}$-modules, denoted by $\mathbb{K}\text{Mod}$; the category of differential graded $\mathbb{K}$-modules, denoted by $d\mathbb{K}\text{Mod}$; the category of simplicial $\mathbb{K}$-modules, denoted by $s\mathbb{K}\text{Mod}$. In the next paragraphs, we recall the definition of these categories and some related conventions.

0.3. Differential graded modules. A differential graded $\mathbb{K}$-module (a $d\text{-module}$, for short) denotes a lower $\mathbb{N}$-graded $\mathbb{K}$-module $V = \bigoplus_{s \in \mathbb{N}} V_s$ equipped with a differential $\delta : V_s \rightarrow V_{s-1}$ which decreases degrees by 1. A $d\text{-module}$ is equivalent to a chain complex

$$\cdots \delta \rightarrow V_d \delta \rightarrow \cdots \delta \rightarrow V_1 \delta \rightarrow V_0.$$  

In general, the homology of this chain complex is denoted by $H_*(V)$. But, in the case of a non canonical differential $\delta : V_s \rightarrow V_{s-1}$, we adopt the notation $H_*(V, \delta)$. The notation $|v| = d$ indicates the degree of a homogeneous element $v \in V_d$.

A morphism $f : V \rightarrow V'$ is homogeneous of lower degree $|f| = d$ if we have $f(V_s) \subset V'_{s+d}$. The dual of a $d\text{-module}$ $V$, denoted by $V'$, is the $d\text{-module}$ generated by homogeneous morphisms $f : V \rightarrow \mathbb{K}$. More precisely, we assume that the ground ring $\mathbb{K}$ is equivalent to a $d\text{-module}$ concentrated in degree 0. Accordingly, a homogeneous morphism of lower degree $|f| = d$ is equivalent to a map $f : V_{-d} \rightarrow \mathbb{K}$ and $V'$ is the $d\text{-module}$ such that $(V')_d = (V_{-d})^\vee$. A morphism of $d\text{-modules}$ $f : V \rightarrow V'$ is a homogeneous morphism of degree 0 such that $\delta(f(v)) = f(\delta(v))$, for all $v \in V$. A quasi-isomorphism $f : V \rightarrow V'$ is a morphism of $d\text{-modules}$ which induces a homology isomorphism $f_* : H_*(V) \rightarrow H_*(V')$.

0.4. The tensor product of $d\text{-modules}$. The category of $d\text{-modules}$, which we denote by $d\mathbb{K}\text{Mod}$, is equipped with the structure of a symmetric monoidal category. We just consider the classical tensor product of $d\text{-modules}$. By definition, we have $(V \otimes W)_d = \bigoplus_{i+j=d} V_i \otimes W_j$ and the differential of a homogeneous tensor $v \otimes w \in V \otimes W$ is given by the formula $\delta(v \otimes w) = \delta(v) \otimes w + (-1)^{|v|}v \otimes \delta(w)$. We recall that the symmetry isomorphism $c(V \otimes W) : V \otimes W \rightarrow W \otimes V$ involves a sign. Precisely, for $v \otimes w \in V \otimes W$, we have the formula $c(V \otimes W)(v \otimes w) = (-1)^{|v||w|}w \otimes v$. In general, a commutation of homogeneous elements of respective degrees $d$ and $e$ is supposed to produce a sign $\pm = (-1)^{de}$ as in the definition of the symmetry isomorphism. In this article, we may denote this sign by $\pm$ without more specification.

For instance, suppose given homogeneous morphisms $f : V \rightarrow V'$ and $g : W \rightarrow W'$. According to Koszul, we have a homogeneous morphism $f \otimes g : V \otimes W \rightarrow V' \otimes W'$ defined by the formula $(f \otimes g)(v \otimes w) = (-1)^{|v||g|}f(v) \otimes g(w)$, for all $v \otimes w \in V \otimes W$.

0.5. Graded modules. We have an inclusion of symmetric monoidal categories $(\mathbb{K}\text{Mod}, \otimes) \subset (d\mathbb{K}\text{Mod}, \otimes)$. Precisely, a $\mathbb{K}$-module is equivalent to a $d\text{-module}$ which has only one component in degree 0. We have a similar inclusion for the category of graded modules $(\text{gr } \mathbb{K}\text{Mod}, \otimes) \subset (d\mathbb{K}\text{Mod}, \otimes)$. By definition,
a graded \( \mathbb{K} \)-module is a dg-module equipped with a trivial differential \( \delta = 0 \). Because of this definition, we assume the same commutation rule for graded modules as for dg-modules. In section 5 we introduce the notion of a weight in order to make distinct a grading which does not contribute to the sign of a symmetry isomorphism.

0.6. Simplicial modules. We assume the classical definition of a simplicial \( \mathbb{K} \)-module, as a sequence of \( \mathbb{K} \)-modules \( V_n \) equipped with faces \( d_i : V_n \to V_{n-1} \) and degeneracies \( s_j : V_n \to V_{n+1} \). The tensor product of simplicial \( \mathbb{K} \)-modules \( V \otimes W \) is defined by \( (V \otimes W)_n = V_n \otimes W_n \) for all dimensions \( n \in \mathbb{N} \). The face \( d_i : (V \otimes W)_n \to (W \otimes V)_{n-1} \) (respectively, the degeneracy \( s_j : (V \otimes W)_n \to (W \otimes V)_{n+1} \)) satisfies the identity \( d_i(v \otimes w) = d_i(v) \otimes d_i(w) \) (respectively, \( s_j(v \otimes w) = s_j(v) \otimes s_j(w) \)), for all \( v \otimes w \in V_n \otimes W_n \). The symmetry isomorphism \( c(V,W) : V \otimes W \to W \otimes V \) verifies \( c(V,W)(v \otimes w) = w \otimes v \), for all \( v \otimes w \in V_n \otimes W_n \).

We define the normalized chain complex of a simplicial \( \mathbb{K} \)-module by the formula

\[
N_n(V) = V_n / s_0(V_{n-1}) + \cdots + s_{n-1}(V_{n-1}).
\]

The differential of \( N_\ast(V) \) is given by the alternate sum

\[
\delta(v) = \sum_{i=0}^{n} (-1)^i d_i(v),
\]

for all \( v \in V_n \). One observes that the normalization functor

\[
N_\ast : s \mathbb{K} \text{Mod} \to dg \mathbb{K} \text{Mod}
\]

is weak-monoidal, since the classical Eilenberg-Mac Lane morphism defines a functorial and associative quasi-isomorphism

\[
N_\ast(V) \otimes N_\ast(W) \sim \to N_\ast(V \otimes W)
\]

which commutes with symmetry isomorphisms (cf. S. Mac Lane [54, Chapter 8]).

0.7. Multiple dg-modules. A bi-graded module \( V \) is equipped with a splitting \( V = \bigoplus_{s,t \in \mathbb{N}} V_{st} \). We refer to the module \( V_{st} \) as the homogeneous component of \( V \) of horizontal degree \( s \) and vertical degree \( t \). In the context of a bi-graded module, the notation \( |v| \) refers to the total degree \( |v| = s + t \) of a homogeneous element \( v \in V_{st} \). A bi-dg-module \( V \) is a bi-graded module equipped with commuting differentials such that \( \delta_h : V_{st} \to V_{s-1,t} \) and \( \delta_v : V_{st} \to V_{s,t-1} \). To be precise, the commutation relation reads \( \delta_h \delta_v + \delta_v \delta_h = 0 \), because \( \delta_h \) and \( \delta_v \) have total degree \(-1\). We generalize the commutation rule of tensors in the context of bi-dg-modules. We assume precisely that signs are determined by total degrees.

0.8. The spectral sequence of a bicomplex. We consider the total complex \( (V,\delta) \) of a bi-dg-module \( (V,\delta_h,\delta_v) \). The homogeneous component of degree \( d \) of this dg-module is the sum \( \bigoplus_{s+t=d} V_{st} \). The differential of the total complex is the sum \( \delta = \delta_h + \delta_v \). We have a spectral sequence \( I^r(V) \Rightarrow H_\ast(V,\delta) \) such that

\[
(I^0_{st},d^0) = (V_{st},\delta_v), \quad (I^1_{st},d^1) = (H_t(V_{st},\delta_v),\delta_h)
\]

and

\[
I^2_{st} = H_s(H_t(V_{st},\delta_v),\delta_h).
\]

We consider also the spectral sequence \( II^r(V) \Rightarrow H_\ast(V,\delta) \) such that

\[
(I^0_{st},d^0) = (V_{st},\delta_h), \quad (II^1_{st},d^1) = (H_s(V_{st},\delta_h),\delta_v)
\]

and

\[
II^2_{st} = H_t(H_s(V_{st},\delta_h),\delta_v).
\]
0.9. Chain complexes of dg-modules. In chapters 3 and 4 we consider chain complexes
\[ \cdots \xrightarrow{\partial} C_d(X) \xrightarrow{\partial} C_{d-1}(X) \xrightarrow{\partial} \cdots \xrightarrow{\partial} C_0(X), \]
where each component \( C_d(X) \) is a dg-module \( C_d(X) = (C_d(X)_*, \delta) \). We refer to \( \delta : C_d(X)_* \to C_d(X)_{*-1} \) as the internal differential of \( C_d(X) \). We assume that the external differential \( \partial : C_d(X) \to C_{d-1}(X) \) is a homogeneous morphism of degree \(-1\) and commutes with internal differentials. We have explicitly \( \partial(C_d(X)_*) \subset C_{d-1}(X)_{*-1} \) and \( \delta \partial + \partial \delta = 0 \). In this situation, the chain complex \( (C_d(X), \partial) \) is equivalent to a bi-dg-module which has the \( \mathbb{K} \)-module \( C_*(X)_{*+t} \) in bidegree \((s, t)\).

In general, such chain complexes are associated to a dg-object \( X \) equipped with extra algebraic structures. The map \( X \mapsto C_d(X) \) defines a functor in \( X \). The internal differential \( \delta : C_d(X)_* \to C_d(X)_{*-1} \) is induced by the differential of \( X \). The external differential \( \partial : C_d(X)_* \to C_{d-1}(X)_{*-1} \) is determined by the algebraic structure of \( X \). The external subscript refers always to the internal degree of the dg-module \( C_d(X)_* \) (and is equivalent to the total degree of the associated bi-dg-module).

Part 1. Composition products and operad structures

1.1. Introduction: monads and operads

The purpose of this section is to recall the definition of an operad and to survey some classical constructions related to this structure. More specifically, we give in paragraph 1.1.11 the definition of the classical operads \( \mathcal{C}, \mathcal{A} \) and \( \mathcal{L} \), which are associated to commutative and associative algebras, associative algebras and Lie algebras respectively.

1.1.1. The category of functors. We let \( \mathcal{F} = \mathcal{F}(\mathbb{K} \text{Mod}) \) denote the category of functors on \( \mathbb{K} \)-modules \( S : \mathbb{K} \text{Mod} \to \mathbb{K} \text{Mod} \). We equip this category \( \mathcal{F} \) with the composition product of functors \( \circ : \mathcal{F} \times \mathcal{F} \to \mathcal{F} \). We observe that the composition product of functors is associative and has a unit \( I \in \mathcal{F} \) which is supplied by the identity functor \( I(V) = V \). One concludes that the composition product provides the category of functors \( \mathcal{F} \) with the structure of a (non-symmetric) monoidal category (cf. S. Mac Lane [55]).

1.1.2. Monads. According to S. Mac Lane [55], a monad is a monoid in the monoidal category of functors \( (\mathcal{F}, \circ) \). Consequently, a monad consists of a functor \( S \in \mathcal{F} \) equipped with a product \( \mu : S \circ S \to S \) and a unit \( \eta : I \to S \) that verify the classical associativity and unit relations. Explicitly, the following classical diagrams are supposed to commute:

\begin{align*}
\text{a) Associativity relation:} & \quad \text{b) Unit relations:} \\
S \circ S \circ S \xrightarrow{\mu \circ S} S \circ S & \quad I \circ S \xrightarrow{\eta \circ S} S \circ S \xrightarrow{S \eta} S \circ I \\
S \circ S \xrightarrow{\mu} S & \quad \mu \quad \mu
\end{align*}

A monad morphism \( \phi : S \to S' \) is a functor morphism which preserves monad products.
1.1.3. Algebras over a monad. An algebra over a monad $S$ is a $K$-module $A$ equipped with a left monad action $\rho : S(A) \to A$ such that the following diagrams commute:

\[
\begin{array}{c}
S(S(A)) \xrightarrow{S(\rho)} S(A) \\
\downarrow \mu(A) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad //
The monad product $S(P) \circ S(P) \to S(P)$ is determined by composition products

$$P(r) \otimes P(n_1) \otimes \cdots \otimes P(n_r) \to P(n_1 + \cdots + n_r),$$

defined for all $r \geq 1$ and all $n_1, \ldots, n_r \in \mathbb{N}$, that satisfy natural $\Sigma_r$-invariance properties. The operad composition products are equivalent to a composition process for multilinear operations. Therefore, the composite of an operation $p \in P(r)$ with $q_1 \otimes \cdots \otimes q_r \in P(n_1) \otimes \cdots \otimes P(n_r)$ is also denoted by

$$p(q_1, \ldots, q_r) \in P(n_1 + \cdots + n_r).$$

The associativity property of a monad product is equivalent to natural associativity relations of operad composition products (cf. P. May [61, 62]).

The monad unit $I \to S(P)$ is determined by an element $1 \in P(1)$ (the operad unit of $P$) that represents an identity operation $1(x) = x_1$. The unit properties of the monad product are also equivalent to natural identities for operad composition products. We have explicitly $1(p) = p$ and $p(1, \ldots, 1) = p$, for all $p \in P(r)$.

1.1.5. The classical definition of an algebra over an operad. An algebra over an operad $P$ is an algebra over the associated monad $S(P)$. In the context of operads, a monad action $S(P)(A) \to A$ is determined by $\Sigma_r$-invariant products

$$P(r) \otimes A^{\otimes r} \to A,$$

defined for all $r \in \mathbb{N}$. Equivalently, an element $p \in P(r)$ determines a multilinear operation $p : A^{\otimes r} \to A$. Therefore, the image of a tensor $a_1 \otimes \cdots \otimes a_r \in A$ under the operad action is denoted by

$$p(a_1, \ldots, a_r) \in A.$$

The invariance relation reads $w_*(p)(a_1, \ldots, a_r) = p(a_{w(1)}, \ldots, a_{w(r)})$, for all $w \in \Sigma_r$.

As hinted by the notation, the composite of $p : A^{\otimes r} \to A$ with $q_1 : A^{\otimes n_1} \to A, \ldots, q_r : A^{\otimes n_r} \to A$ is supposed to agree with $p(q_1, \ldots, q_r) : A^{\otimes n_1 + \cdots + n_r} \to A$, the operation supplied by the composition product of $P$. The operad unit $1 \in P(1)$ is supposed to give the identity operation $1(a_1) = a_1$.

1.1.6. Augmented and connected operads. The identity functor $I \in \mathcal{F}$ is associated to a $\Sigma_r$-module, also denoted by $I \in \mathcal{M}$. We have explicitly $I(r) = \mathbb{K}$ for $r = 1$ and $I(r) = 0$ for $r \neq 1$. We observe that this $\Sigma_r$-module $I$ gives an initial object in the category of operads, since the unit of an operad $P$ is equivalent to a morphism $\eta : I \to P$. Concretely, the operad $I$ contains no more elements than multiples of an operad unit $1 \in I(1)$. Accordingly, an $I$-algebra is nothing more than a $\mathbb{K}$-module.

An operad equipped with a morphism $\epsilon : P \to I$ is called an augmented operad. An augmented operad has an augmentation ideal, denoted by $\hat{P}$, defined by $\hat{P}(r) = \ker(\epsilon : P(r) \to I(r))$. We mention that the augmentation $\epsilon : P \to I$ is a retraction of the unit morphism $\eta : I \to P$, since an operad morphism is supposed to preserve units. Hence, we have a splitting $P = I \oplus \hat{P}$.

An operad $P$ is connected if we have $P(0) = 0$ and $P(1) = \mathbb{K}1$. We observe that a connected operad has a unique augmentation $\epsilon : P \to I$ and a canonical augmentation ideal, which satisfies

$$\hat{P}(r) = \begin{cases} 0, & \text{for } r = 0, 1, \\ P(r), & \text{for } r \neq 0, 1. \end{cases}$$
1.1.7. Partial composition products. We call partial composition products the operad operations
\[
\circ_i : P(m) \otimes P(n) \to P(m + n - 1)
\]
defined by the relation \( p \circ_i q = p(1, \ldots, q, \ldots, 1) \) (the operation \( q \in P(n) \) is put at the \( i \)th entry of \( p \in P(m) \)). We have equivalently
\[
(p \circ_i q)(x_1, \ldots, x_{m+n-1}) = p(x_1, \ldots, x_{i-1}, q(x_i, \ldots, x_{i+n-1}), x_{i+n}, \ldots, x_{m+n-1}).
\]
Thus, the index of an entry of \( q(x_1, \ldots, x_n) \) is increased by \( i - 1 \) in the composite operation \( p \circ_i q \); the index of an entry of \( p(x_1, \ldots, x_m) \) such that \( k > i \) is increased by \( n - 1 \); the index of an entry of \( p(x_1, \ldots, x_m) \) such that \( k < i \) is fixed. In case of an augmented operad, the partial composition products are determined by restrictions
\[
\circ_i : \hat{P}(m) \otimes \hat{P}(n) \to \hat{P}(m + n - 1),
\]
because we have the unit relations \( p \circ_i 1 = p \) and \( 1 \circ_i p = p \), for all \( p \in P(m) \).

According to M. Markl (cf. [58]), the partial composition products satisfy relations which are equivalent to the associativity property of operad composition products. Explicitly: if we assume \( p \in P(m) \), \( i \in \{1, \ldots, m\} \), \( q \in P(n) \), \( j \in \{1, \ldots, n\} \) and \( r \in P(s) \), then we have
\[
(p \circ_i q) \circ_{i+1+j} r = p \circ_i (q \circ_j r);
\]
if we assume \( p \in P(m) \), \( i_1, i_2 \in \{1, \ldots, m\} \) (together with \( i_1 < i_2 \)), \( q_1 \in P(n_1) \) and \( q_2 \in P(n_2) \), then we obtain
\[
(p \circ_{i_1} q_1) \circ_{i_2+n_1-1} q_2 = (p \circ_{i_2} q_2) \circ_{i_1} q_1.
\]

Conversely, the composition products \( P(r) \otimes P(n_1) \otimes \cdots \otimes P(n_r) \to P(n_1 + \cdots + n_r) \) are determined by partial products. For instance, because of the associativity and unit relations, we obtain the formula \( p(q_1, \ldots, q_r) = (\cdots ((p \circ_r q_r) \circ_{r-1} q_{r-1}) \circ_{r-2} \cdots q_2) \circ_1 q_1 \).

1.1.8. Indexing by finite sets. We may assume that the entries of an operation \( p = p(x_1, \ldots, x_r) \) are indexed by any set \( I = \{i_1, \ldots, i_r\} \) in bijection with \( \{1, \ldots, r\} \). For this purpose, we introduce the module
\[
P(I) = \bigoplus_{i: \{1, \ldots, r\} \to I} P(r)/\equiv.
\]
The sum ranges over bijections \( i_*: \{1, \ldots, r\} \to I \). Hence, an element of \( P(I) \) consists of a pair \((p, i_*)\), where \( p \in P(r) \) and \( i_* : \{1, \ldots, r\} \to I \). This element is supposed to represent the operation \( p = p(x_{i_1}, \ldots, x_{i_r}) \). We make the element \((w_*(p), i_*)\), where \( w \in \Sigma_r \) is a permutation, equivalent to \((p, i_{w(*)})\), where \( i_{w(*)} : \{1, \ldots, r\} \to I \) denotes the composite of the bijection \( i_* : \{1, \ldots, r\} \to I \) with the permutation \( w : \{1, \ldots, r\} \to \{1, \ldots, r\} \). We set explicitly \((w_*(p), i_*) \equiv (p, i_{w(*)})\).

We have equivalently
\[
w_*(p)(x_{i_1}, \ldots, x_{i_r}) = p(x_{i_{w(1)}}, \ldots, x_{i_{w(r)}}).
\]
We observe that the \( \mathbb{K} \)-modules \( P(I) \) define a functor on the category of finite sets and bijections, since a natural reindexing morphism \( u_* : P(I) \to P(I') \) is associated to any bijection \( u : I \to I' \).

We have a canonical isomorphism \( P(n) = P(\{1, \ldots, n\}) \). Moreover, the action of the symmetric group on \( P(n) \) is identified with the morphisms \( w_* :
composition product identified with the variables \( \{ p_1, \ldots, p_n \} \) associated to permutations \( w : \{ 1, \ldots, n \} \rightarrow \{ 1, \ldots, n \} \).

In this framework, the operad structure is equivalent to partial composition products

\[ o_i : P(I) \otimes P(J) \rightarrow P(I \setminus \{ i \}) \Pi J \]

which are associated to any element \( i \in I \). In a composite \( p \circ_i q \), we substitute the variable \( x_i \) of \( p = p(x_{i_1}, \ldots, x_{i_m}) \in P(I) \) by the operation \( q = q(x_{j_1}, \ldots, q_{j_n}) \in P(J) \). There is no need to reindex the entries of the resulting operation, which are identified with the variables \( \{ x_{i_1}, \ldots, x_{i_m} \} \setminus \{ x_i \} \Pi \{ x_{j_1}, \ldots, x_{j_n} \} \). Let us rewrite the relations of partial composition products: for any \( p \in P(I), i \in I, q \in P(J), j \in J \) and \( r \in P(K) \), we have

\[ (p \circ_i q) \circ_j r = p \circ_i (q \circ_j r) \quad \text{in} \quad P(I \setminus \{ i \}) \Pi J \setminus \{ j \} \Pi K; \]

for any \( p \in P(I), i_1, i_2 \in I, q_1 \in P(J_1) \) and \( q_2 \in P(J_2) \), we have

\[ (p \circ_{i_1} q_1) \circ_{i_2} q_2 = (p \circ_{i_1} q_2) \circ_{i_1} q_1 \quad \text{in} \quad P(I \setminus \{ i_1, i_2 \}) \Pi J_1 \Pi J_2. \]

**1.1.9. The free operad.** The free operad generated by a \( \Sigma_n \)-module \( M \), denoted by \( F(M) \), is characterized by the classical universal property: we have a natural inclusion morphism \( M \subset F(M) \) and a morphism of \( \Sigma_n \)-modules \( \phi : M \rightarrow P \), where \( P \) is an operad, has a unique extension

\[ \begin{array}{ccc}
M & \rightarrow & P \\
\downarrow \phi & & \downarrow \phi \\
F(M) & \rightarrow & F(M)
\end{array} \]

such that \( \phi : F(M) \rightarrow P \) is an operad morphism.

We have an explicit realization of the free operad, due to V. Ginzburg and M. Kapranov (cf. [31]), which arises from the work of J. Boardman and R. Vogt on homotopy invariant structures (cf. [15]). We recall this construction in section 3.4. Concretely, the free operad \( F(M) \) is spanned by formal expressions \( \cdots ((x_{i_1} \circ_{i_2} x_{i_2}) \circ_{i_3} \cdots x_{i_l-1}) \circ_{i_l} x_{i_l} \) which represent composites of generators \( x_1 \in M(n_1), \ldots, x_l \in M(n_l) \). In this formalism, the definition of the partial composition product \( o_i : F(M) \otimes F(M) \rightarrow F(M) \) can be deduced from the associativity relations of paragraph 1.1.7.

We have a natural splitting \( F(M) = \bigoplus_{r=0}^{\infty} F_{(r)}(M) \), such that the module \( F_{(r)}(M) \) consists of composites \( \cdots ((x_{i_1} \circ_{i_2} x_{i_2}) \circ_{i_3} \cdots x_{i_l-1}) \circ_{i_l} x_{i_l} \) of weight \( l = r \). We have \( F_{(0)}(M) = I, F_{(1)}(M) = M \) and we observe that the weight grading is preserved by composition products. Explicitly, if \( p \in F_{(r)}(M)(m) \) and \( q \in F_{(s)}(M)(n) \), then we obtain \( p \circ q \in F_{(r+s)}(M)(m+n-1) \). The unit of the free operad \( I \rightarrow F(M) \) is given by the inclusion morphism \( I = F_{(0)}(M) \subset F(M) \).

The projection \( F(M) \rightarrow F_{(0)}(M) \) provides the free operad with a canonical augmentation \( F(M) \rightarrow F_{(0)}(M) = I \). The augmentation ideal \( \tilde{F}(M) \) consists of components \( F_{(r)}(M) \) such that \( r \geq 1 \). The universal morphism \( M \rightarrow F(M) \) is given by the inclusion morphism \( M = F_{(1)}(M) \subset F(M) \). We observe that the projection \( F(M) \rightarrow F_{(1)}(M) = M \) identifies the \( \Sigma_n \)-module \( M \) with the indecomposable quotient of the free operad. By definition, the indecomposable quotient of \( F(M) \) is the quotient of the augmentation ideal by the partial composites \( p \circ_i q \in \tilde{F}(M)(m+n-1) \) such that \( p \in \tilde{F}(M)(m) \) and \( q \in \tilde{F}(M)(n) \).
1.1.10. Operad ideals and quotients. An operad ideal $R \subset P$ consists of a sequence $R(n)$, where $R(n)$ is a subrepresentation of $P(n)$, such that $x \circ_l q \in R(m+n-1)$, as long as $x \in R(m)$ and $q \in P(n)$, and such that $p \circ \gamma \in R(m+n-1)$, as long as $p \in P(m)$ and $\gamma \in R(n)$. The operad ideal generated by a collection of elements $R = (r_i)_i$ is the smallest ideal of $P$ such that $r_i \in R(n_i)$, for all $i$.

A quotient by an operad ideal $P/R(n) = P(n)/R(n)$ is equipped with the structure of an operad. Moreover, an operad morphism $\phi : P \rightarrow P'$ induces a morphism on the quotient operad $\bar{\phi} : P/R \rightarrow P'$ provided $R \subset \ker(\phi)$. In particular, if $R = (r_i)_i$ is generated by elements $r_i \in P(n_i)$, then a morphism $\phi : P/R \rightarrow P'$ is equivalent to an operad morphism $\phi : P \rightarrow P'$ such that $\phi(r_i) = 0$, for all $i$.

1.1.11. Classical examples. As mentioned in paragraph 1.1.3, the structure of an associative and commutative algebra, the structure of an associative algebra and the structure of a Lie algebra are associated to operads, denoted by $\mathcal{C}$, $\mathcal{A}$ and $\mathcal{L}$ respectively. We recall the definition of these operads. As in [31], V. Ginzburg and M. Kapranov, we observe that $\mathcal{C}$, $\mathcal{A}$ and $\mathcal{L}$ can be defined by generators and relations. Formally, we define operads such that $P = F(M)/R$, where $M$ is a $\Sigma$-module of generators, and $R$ is an ideal of the free operad $F(M)$ generated by relations $r_i \in F(M)$, $i \in I$.

a) The commutative operad $\mathcal{C}$ is generated by a single operation $m = m(x_1, x_2)$ such that $m(x_2, x_1) = m(x_1, x_2)$. Hence, the $\Sigma$-module $M(r)$ is the trivial representation $M(2) = \mathbb{K}m$ for $r = 2$ and vanishes otherwise. The ideal $R$ is generated by the associativity relation $r = m \circ_1 m - m \circ_2 m \in F(M)(3)$. We have equivalently $r(x_1, x_2, x_3) = m(m(x_1, x_2), x_3) - m(x_1, m(x_2, x_3))$. Accordingly, an algebra over the commutative operad $\mathcal{C}$ is a $\mathbb{K}$-module $A$ equipped with an operation $m : A \otimes A \rightarrow A$ such that $m(a_2, a_1) = m(a_1, a_2)$, for all $a_1, a_2 \in A$, and which makes the composite operation $r : A \otimes A \otimes A \rightarrow A$ vanish. As a conclusion, an algebra over the commutative operad $\mathcal{C}$ is nothing but a commutative and associative algebra (without unit) in the classical sense. In addition, we deduce from the classical theory that the free $\mathcal{C}$-algebra is given by the augmentation ideal of the symmetric algebra

$$\hat{S}(V) = \bigoplus_{r=1}^{\infty} (V^\otimes r)_{\Sigma_r}.$$  

Consequently, the $\Sigma$-module $\mathcal{C}(r)$ is the trivial representation of the symmetric group.

b) The associative operad $\mathcal{A}$ is generated by a single operation $m = m(x_1, x_2)$ which supports a free action of the symmetric group $\Sigma_2$. Hence, the $\Sigma$-module $M(r)$ is the regular representation $M(2) = \mathbb{K}[\Sigma_2]m$ for $r = 2$ and vanishes otherwise. The ideal $R$ is generated by the associativity relation $r = m \circ_1 m - m \circ_2 m \in F(M)(3)$. We have equivalently $r(x_1, x_2, x_3) = m(m(x_1, x_2), x_3) - m(x_1, m(x_2, x_3))$. Accordingly, an algebra over the associative operad $\mathcal{A}$ is a $\mathbb{K}$-module $A$ equipped with an operation $m : A \otimes A \rightarrow A$ which makes the composite operation $r : A \otimes A \otimes A \rightarrow A$ vanish. As a conclusion, an algebra over the associative operad $\mathcal{A}$ is nothing but an associative algebra (without unit) in the classical sense. In addition, we deduce from the classical theory that the free $\mathcal{A}$-algebra is given by the augmentation ideal of the tensor algebra

$$\hat{T}(V) = \bigoplus_{r=1}^{\infty} V^\otimes r.$$
Consequently, the \( \Sigma_r \)-module \( \mathcal{A}(r) \) is the regular representation of the symmetric group.

c) The Lie operad \( \mathcal{L} \) is generated by a single operation \( l = l(x_1, x_2) \) such that \( l(x_2, x_1) = -l(x_1, x_2) \). Hence, the \( \Sigma_r \)-module \( M(r) \) is the signature representation \( M(2) = \mathbb{K} l \) for \( r = 2 \) and vanishes otherwise. The ideal \( R \) is generated by the Jacobi relation \( r = l \circ_1 l + (2, 3, 1)_* (l \circ_1 l) + (3, 1, 2)_* (l \circ_1 l) \in \mathcal{F}_0(M) \). We have equivalently \( r(x_1, x_2, x_3) = l(x_1, l(x_2, x_3)) + l(x_3, l(x_1, x_2)) + l(x_2, l(x_3, x_1)) \).

An algebra over the Lie operad \( \mathcal{L} \) is a \( \mathbb{K} \)-module \( \mathcal{G} \) equipped with an operation \( l : \mathcal{G} \otimes \mathcal{G} \to \mathcal{G} \) such that \( l(x_2, x_1) = -l(x_1, x_2) \), for all \( x_1, x_2 \in \mathcal{G} \), and which makes the composite operation \( r : \mathcal{G} \otimes \mathcal{G} \otimes \mathcal{G} \to \mathcal{G} \) vanish. We observe that this operation is not supposed to verify the identity \([a, a] = 0\). In order to obtain this result, we have to change the definition of an algebra associated to an operad (see proposition 1.2.16). We refer to Reutenauer’s monograph [71] for descriptions of the free Lie algebra and results about the representations \( \mathcal{L}(r) \) associated to the Lie operad.

1.2. Composition products and operad structures

According to the classical definition of paragraph 1.1.4, an operad is equivalent to a monad in the category of \( \mathbb{K} \)-modules. We make this relationship more precise in this section. For that purpose, we introduce the structure of a \( \Sigma_r \)-module (nothing but the coefficient sequence of an analytic functor on \( \mathbb{K} \)-modules). The category of \( \Sigma_r \)-modules is equipped with an operation, called the composition product, which reflects the composition of functors. We have then a conceptual definition of the structure of an operad. Namely, an operad is a monoid with respect to the composition product of \( \Sigma_r \)-modules. In this context, we can deduce the relationship between operads and monads from the relationship between the composition product of \( \Sigma_r \)-modules and the composition product of functors. In the next sections, we observe that the composition product of \( \Sigma_r \)-modules has better homological properties than the composition product of functors. These observations motivate our definition of the structure of an operad.

1.2.1. The functor associated to a \( \Sigma_r \)-module. We recall that a \( \Sigma_r \)-module (a symmetric module) in plain English consists of a sequence \( M(r), r \in \mathbb{N} \), such that \( M \) is a representation of the symmetric group \( \Sigma_r \). A morphism of \( \Sigma_r \)-modules \( f : M \to M' \) is a sequence of representation morphisms \( f : M(r) \to M'(r), r \in \mathbb{N} \). In general, we denote the category of \( \Sigma_r \)-modules by \( \Sigma_r \text{-Mod} \), but, in this section, we adopt the shorter notation \( M = \Sigma_r \text{-Mod} \).

As mentioned in paragraph 1.1.4, a \( \Sigma_r \)-module \( M \) determines a functor \( S(M) : \mathbb{K} \text{-Mod} \to \mathbb{K} \text{-Mod} \). The image of a \( \mathbb{K} \)-module \( V \in \mathbb{K} \text{-Mod} \) under \( S(M) \) is denoted either by \( S(M)(V) \) or by \( S(M, V) \). We have explicitly \( S(M, V) = \bigoplus_{r=0}^{\infty} S_r(M, V) \) where \( S_r(M, V) \) is the module of coinvariants

\[
S_r(M, V) = (M(r) \otimes V^{\otimes r})_{\Sigma_r}.
\]

We denote by \( x(v_1, \ldots, v_r) \in S_r(M, V) \) the element of \( S_r(M, V) \) associated to the tensor \( x \otimes (v_1 \otimes \cdots \otimes v_r) \in M(r) \otimes V^{\otimes r} \), so that the equivariance relation reads \( w_*x(v_1, \ldots, v_r) = x(v_{w(1)}, \ldots, v_{w(r)}) \) for all \( w \in \Sigma_r \).

We say that a \( \Sigma_r \)-module \( M \) is connected if \( M(0) = 0 \). Clearly, this property holds if and only if the associated functor verifies \( S(M, 0) = 0 \). Conversely, a \( \Sigma_r \)-module \( M \) such that \( M(r) = 0 \), for \( r \neq 0 \), determines a constant functor \( S(M, V) \equiv M(0) \).
The dual of a $\Sigma_\ast$-module $M^\vee$ consists of the dual representations $M(r)^\vee$ of the modules $M(r)$. We would like to recall that the modules $M(r)^\vee$ are equipped with an unsigned action of the symmetric groups $\Sigma_r$ (see paragraph 0.1).

1.2.2. Operations on functors. The category of functors is endowed with classical operations

$$\oplus : \mathcal{F} \times \mathcal{F} \to \mathcal{F}, \quad \otimes : \mathcal{F} \times \mathcal{F} \to \mathcal{F} \quad \text{and} \quad \circ : \mathcal{F} \times \mathcal{F} \to \mathcal{F}.$$ 

We have explicitly $(F \oplus G)(V) = F(V) \oplus G(V)$, $(F \otimes G)(V) = F(V) \otimes G(V)$ and $(F \circ G)(V) = F(G(V))$, for all $V \in \mathbb{K} \text{Mod}$. We note that the functor associated to a $\Sigma_\ast$-module $S(M)$ is the analogue of a power series. Therefore, we aim to prove that such functors are preserved by sums $S(M) \oplus S(N)$, products $S(M) \otimes S(N)$ and composites $S(M \circ N)$, as in the classical framework.

We introduce monoidal category structures in order to obtain precise results. We can forget about addition of functors. We have observed that the composition product $\circ : \mathcal{F} \times \mathcal{F} \to \mathcal{F}$ provides the category of functors with the structure of a monoidal category. The unit is the identity functor $I(V) := V$. Similarly, the tensor product $\otimes : \mathcal{F} \times \mathcal{F} \to \mathcal{F}$ provides the category of functors with the structure of a symmetric monoidal category. The unit is the constant functor $1(V) \equiv \mathbb{K}$. The symmetry isomorphism $c(F,G) : F \otimes G \to G \otimes F$ is given by the symmetry isomorphism of the tensor product of $\mathbb{K}$-modules $c(F(V),G(V)) : F(V) \otimes G(V) \to G(V) \otimes F(V)$. We introduce such structures in the category of $\Sigma_\ast$-modules:

1.2.3. Proposition. There are operations

$$\oplus : \mathcal{M} \times \mathcal{M} \to \mathcal{M}, \quad \otimes : \mathcal{M} \times \mathcal{M} \to \mathcal{M} \quad \text{and} \quad \circ : \mathcal{M} \times \mathcal{M} \to \mathcal{M}$$ such that $S(M \oplus N) = S(M) \oplus S(N)$, $S(M \otimes N) = S(M) \otimes S(N)$ and $S(M \circ N) = S(M) \circ S(N)$. To be more precise:

a) We have an associative and symmetric functor $\otimes : \mathcal{M} \times \mathcal{M} \to \mathcal{M}$ (the tensor product of $\Sigma_\ast$-modules) which provides the category of $\Sigma_\ast$-modules with the structure of a symmetric monoidal category. The unit is the $\Sigma_\ast$-module $1 \in \mathcal{M}$ such that

$$1(r) = \begin{cases} \mathbb{K}, & \text{if } r = 0, \\ 0, & \text{otherwise}. \end{cases}$$

The map $M \mapsto S(M)$ defines a monoidal functor $S : (\mathcal{M}, \otimes) \to (\mathcal{F}, \otimes)$.

b) We have an associative functor $\circ : \mathcal{M} \times \mathcal{M} \to \mathcal{M}$ (the composition product of $\Sigma_\ast$-modules) which provides the category of $\Sigma_\ast$-modules with the structure of a (non-symmetric) monoidal category. The unit is the $\Sigma_\ast$-module $I \in \mathcal{M}$ such that

$$I(r) = \begin{cases} \mathbb{K}, & \text{if } r = 1, \\ 0, & \text{otherwise}. \end{cases}$$

The map $M \mapsto S(M)$ defines a monoidal functor $S : (\mathcal{M}, \circ) \to (\mathcal{F}, \circ)$.

We make explicit the expansion of the tensor product of $\Sigma_\ast$-modules in section 1.3 (as well as the expansion of the composition product).

1.2.4. The $\Sigma_\ast$-module associated to a functor. We observe that a $\Sigma_\ast$-module $M$ is determined by the associated functor $S(M)$. To be precise, given a functor $F \in \mathcal{F}$, we consider the $\Sigma_\ast$-module $C(F) \in \mathcal{M}$, such that

$$C(F)(r) = \text{Hom}_F(T^r, F),$$
where \( T^{(r)} : \mathbb{K}\text{Mod} \to \mathbb{K}\text{Mod} \) denotes the power functor \( T^{(r)}(V) = V^\otimes r \). The module \( C(F)(r) \) is a representation of the symmetric group \( \Sigma_r \), since a permutation \( w \in \Sigma_r \) determines a morphism \( w^* : T^{(r)} \to T^{(r)} \). Accordingly, the map \( F \mapsto C(F) \) gives a functor \( C : \mathcal{F} \to \mathcal{M} \). One proves the following result (cf. I. Macdonald \([52]\)):

1.2.5. Proposition. The functor \( C : \mathcal{F} \to \mathcal{M} \) is left adjoint to \( S : \mathcal{M} \to \mathcal{F} \). Moreover, if the ground ring \( \mathbb{K} \) is an infinite field, then the adjunction unit \( \eta(M) : M \to C(S(M)) \) is an isomorphism.

1.2.6. Remarks. The first assertion is straightforward. The last assertion does not hold if the ground ring \( \mathbb{K} \) is not an infinite field. For instance, the calculations of P. Krassoň and N. Kuhn \([46]\) prove that the \( \Sigma \)-modules \( \mathcal{M} \) do not hold if the ground ring \( \mathbb{K} \) is not an infinite field. Precisely, the \( \Sigma \)-modules \( C(S)(r) \) which are associated to the symmetric algebra \( \mathbb{K} \), to consider the \( \Sigma \) strictly polynomial functors category of \( \mathbb{K} \) and \( L. \) Schwartz \([38]\), N. Kuhn \([47]\)). Precisely, the \( \Sigma \)-modules \( C(S)(r) \) which are associated to the symmetric algebra \( \mathbb{K} \), and to consider the \( \Sigma \) strictly polynomial functors category of \( \mathbb{K} \) and \( L. \) Schwartz \([38]\), N. Kuhn \([47]\)).

Therefore, in order to obtain a more general result, one has to introduce the category of strict polynomial functors \( \mathcal{P} \) (cf. E. Friedlander and A. Suslin \([27]\)) and to consider the \( \Sigma \)-module such that

\[
C(F)(r) = \text{Hom}_\mathcal{P}(T^{(r)}, F).
\]

This \( \Sigma \)-module is connected to the top homogeneous cross effects of \( F \) (cf. A.K. Bousfield \([16, 17]\)) and verifies the relation \( M = C(S(M)) \), for all ground rings \( \mathbb{K} \).

1.2.7. Remarks. The adjunction morphism \( \epsilon(F) : S(C(F)) \to F \) is supplied by the evaluation morphism

\[
\text{Hom}_\mathcal{P}(T^{(r)}, F) \otimes V^\otimes r \to F(V).
\]

In positive characteristic, there are (polynomial) functors \( F \in \mathcal{F} \) such that \( \epsilon : S(C(F)) \to F \) is not an isomorphism. Here is a significant example. We replace invariants by invariants in the definition of the functor \( S_r(M, V) = (M(r) \otimes V^\otimes r)_{\Sigma_r}. \) We consider the functor \( \Gamma_r(M) : \mathbb{K}\text{Mod} \to \mathbb{K}\text{Mod} \) such that \( \Gamma_r(M, V) = (M(r) \otimes V^\otimes r)_{\Sigma_r}. \) We have a canonical isomorphism \( M(r) \to C(\Gamma_r(M))(r) \). One may prove that the adjunction augmentation \( \epsilon(\Gamma_r(M)) : S_r(M) \to \Gamma_r(M) \) is identified with the norm map, which is not an isomorphism in general.

In characteristic 0, all polynomials functors have the form \( F = S(M) \) and such phenomena do not occur (cf. I. Macdonald \([52]\)).

We mention the following properties of the cross-effect functor \( C : \mathcal{F} \to \mathcal{M} \):

1.2.8. Proposition. We have the relations \( C(F \oplus G) = C(F) \oplus C(G) \) and \( C(F \otimes G) = C(F) \otimes C(G) \). In addition, if the ground ring \( \mathbb{K} \) is an infinite field, then we have the relation \( C(F \circ G) = C(F) \circ C(G) \).

We omit the proof of this proposition which is stated as a remark. We just refer to L. Pirioù \([65]\) for a proof of the relation \( C(F \otimes G) = C(F) \otimes C(G) \). The relation \( C(F \circ G) = C(F) \circ C(G) \) holds in full generality if we consider the homogeneous cross effect \( C(F)(r) = \text{Hom}_\mathcal{P}(T^{(r)}, F) \).
1.2.9. Operads. We define an operad $P$ to be a monoid in the category of $\Sigma_\ast$-modules $\mathcal{M}$ together with the composition product $\circ : \mathcal{M} \times \mathcal{M} \to \mathcal{M}$. According to this definition, an operad consists of a $\Sigma_\ast$-module $P \in \mathcal{M}$ equipped with a product $\mu : P \circ P \to P$ and a unit $\eta : I \to P$ that verify the classical associativity and unit relations, as in the definition of a monad structure (see paragraph 1.1.2).

We observe that this definition, borrowed from [30] E. Getzler and J. Jones] and [79] V. Smirnov, agrees with the classical one, because of the following result which is an immediate consequence of proposition 1.2.3.

1.2.10. Proposition. If $P$ is an operad (according to the definition of paragraph 1.2.9), then the functor $S(P)$ is a monad.

Explicitly, the operad product $\mu : P \circ P \to P$ yields a morphism

$$S(P) \circ S(P) = S(P \circ P) \xrightarrow{\mu} S(P)$$

that gives the functor $S(P)$ the structure of a monad. Similarly, we deduce the next result from proposition 1.2.5.

1.2.11. Proposition. We assume that the ground ring $\mathbb{K}$ is an infinite field. If $S$ is a monad, then the $\Sigma_\ast$-module $C(S)$ is an operad.

1.2.12. Digression: divided power functors. We observe that an operad $P$ determines monads that differ from the classical one $S(P)$. For this purpose, we change the definition of the functor associated to a $\Sigma_\ast$-module.

Suppose given a $\Sigma_\ast$-module $M$. As in paragraph 1.2.7, we replace coinvariants by invariants in the definition of the functor

$$S_r(M,V) = (M(r) \otimes V^{\otimes r})_{\Sigma_r}.$$ 

Explicitly, we consider the functor $\Gamma(M,V) = \bigoplus_{r=0}^{\infty} \Gamma_r(M,V)$, such that

$$\Gamma_r(M,V) = (M(r) \otimes V^{\otimes r})_{\Sigma_r}.$$

We consider also the functor $\Lambda(M,V) = \bigoplus_{r=0}^{\infty} \Lambda_r(M,V)$, defined by the image of the norm maps $(M(r) \otimes V^{\otimes r})_{\Sigma_r} \to (M(r) \otimes V^{\otimes r})_{\Sigma_r}$. Consequently, we have functor morphisms

$$S(M,V) \to \Lambda(M,V) \to \Gamma(M,V)$$

that are not isomorphisms in general.

Nevertheless, we prove in [20] that the following assertion holds:

1.2.13. Lemma. We assume that $N$ is a connected $\Sigma_\ast$-module. In this situation, the composition product of $\Sigma_\ast$-modules, which is characterized by the relation $S(M \circ N) = S(M) \circ S(N)$, satisfies also the identities $\Lambda(M \circ N) = \Lambda(M) \circ \Lambda(N)$ and $\Gamma(M \circ N) = \Gamma(M) \circ \Gamma(N)$.

The property above does not hold if the $\Sigma_\ast$-module $N$ is not connected. For instance, if we assume that $N$ is a constant $\Sigma_\ast$-module (explicitly, we assume $N(0) = C$ and $N(r) = 0$ for $r > 0$), then the associated functors are constant $S(N,V) = \Lambda(N,V) = \Gamma(N,V) \equiv C$. Consequently, we obtain $S(M,S(N,V)) \equiv S(M,C)$. Clearly, this functor is associated to a constant $\Sigma_\ast$-module $M \circ N$, which has $M \circ N(0) = S(M,C)$ and $M \circ N(r) = 0$ for $r > 0$. We obtain then $\Lambda(M \circ N,V) \equiv \Lambda(M,C)$ and $\Gamma(M \circ N,V) \equiv S(M,C)$. But, on the other hand, we obtain $\Lambda(M,\Lambda(N,V)) \equiv \Lambda(M,C)$ and $\Gamma(M,\Gamma(N,V)) \equiv \Gamma(M,C)$. Our remark follows.
The lemma above implies the following assertions (see the argument of proposition 1.2.10):

1.2.14. Proposition. If $P$ is a connected operad, then the functor $\Lambda(P)$ (respectively, $\Gamma(P)$) is equipped with the structure of a monad. Furthermore, the morphisms $S(P) \to \Lambda(P) \to \Gamma(P)$ are monad morphisms.

As an example, we make explicit the structure of a $\Lambda(P)$-algebra (respectively, of a $\Gamma(P)$-algebra) in the case of the classical operads $P = C$ and $P = L$. The next result is classical (cf. H. Cartan [19], N. Roby [76]):

1.2.15. Proposition. We assume that the ground ring $K$ is a field of characteristic $p > 0$. Recall that an algebra over the monad $S(C)$ is an associative and commutative algebra in the classical sense. An algebra over the monad $\Lambda(C)$ is an associative and commutative algebra such that $x^p = 0$, for all elements $x$. An algebra over the monad $\Gamma(C)$ is a divided power algebra.

The next result is proved in [26]:

1.2.16. Proposition. We assume that the ground ring $K$ is a field of characteristic $p > 0$. Recall that a coalgebra over the monad $S(L)$ is a Lie algebra $G$ together with a Lie bracket $[-,-] : G \otimes G \to G$ such that $[x,y] = -[y,x]$, for all $x,y \in G$. An algebra over the monad $\Lambda(L)$ is a Lie algebra $G$ together with a Lie bracket $[-,-] : G \otimes G \to G$ such that $[x,x] = 0$. An algebra over the monad $\Gamma(L)$ is a restricted Lie algebra $G$.

1.2.17. Cooperads. The structure of a cooperad is essentially dual to the structure of an operad. We consider such structures in chapters 3 and 5.

To be precise, we define a cooperad $D$ to be a $\Sigma_*$-module equipped with a coproduct $\nu : D \to D \circ D$ and with a counit $\epsilon : D \to I$ that verify the classical coassociativity and counit relations.

We assume in general that $D$ is a connected $\Sigma_*$-module. In this case, we deduce from lemma 1.2.13 that the functor

$$\Gamma(D,V) = \bigoplus_{r=0}^{\infty} (D(r) \otimes V^{\otimes r}) \Sigma_r$$

is equipped with the structure of a comonad. Explicitly, the cooperad coproduct induces a morphism

$$\Gamma(D) \xrightarrow{\nu} \Gamma(D \circ D) \simeq \Gamma(D) \circ \Gamma(D).$$

We define a $D$-coalgebra to be a coalgebra over the monad $\Gamma(D)$. Explicitly, a $D$-coalgebra is a $K$-module $B$ together with a coproduct $\rho : B \to \Gamma(D,B)$ that verify natural coassociativity and counit relations.

We consider the dual $\Sigma_*$-module of a cooperad $D^\vee$ (cf. paragraph 1.2.1). We have the following results:

1.2.18. Proposition. If $D$ is a cooperad, then the dual sequence $D(r)^\vee$ is equipped with the structure of an operad. Moreover, the dual $K$-module of a $D$-coalgebra $B^\vee$ is equipped with the structure of a $D^\vee$-algebra.

Dually, we are given a connected operad $P$. We assume that the sequence $P(r)$ consists of finitely generated (projective) $K$-modules. In this case, the dual sequence $P(r)^\vee$ is equipped with the structure of a cooperad. Moreover, if $A$ is a finitely generated (projective) $K$-module, then the dual $K$-module $A^\vee$ is equipped with the structure of a $P^\vee$-coalgebra.
As an example, a coalgebra over the dual cooperad of the commutative operad $C^\vee$ is nothing but a nilpotent cocommutative and coassociative coalgebra $B$. (The iterated coproduct $\Delta^r(b) \in B^{\otimes r}$ of a given element $b \in B$ is supposed to vanish for large $r \in \mathbb{N}$.)

The results of proposition 1.2.18 are immediate consequences of the following lemma:

1.2.19. Lemma. We are given $\Sigma_*$-modules $M$ and $N$. We have a natural morphism $M^\vee \circ N^\vee \to (M \circ N)^\vee$, which is an isomorphism provided that $N$ is connected and the sequences $M(r)$ and $N(r)$ consist of finitely generated (projective) $\mathbb{K}$-modules.

We postpone the proof of lemma 1.2.19 to the next section (cf. page 23), because we need insights in the expansion of the composition product of $\Sigma_*$-modules in order to obtain this assertion.

1.3. The composition product of symmetric modules

We define explicitly the composition product of $\Sigma_*$-modules in this section. We deduce the nice properties of this operation from the observation 1.3.8 and from the expansion given in lemma 1.3.9

1.3.1. Indexing by finite sets. Suppose given a $\Sigma_*$-module $M$. As in paragraph 1.1.8 we define a functor on the category of finite sets and bijections $I \mapsto M(I)$ such that $M(r) = M(\{1, \ldots, r\})$.

We consider the module $M(I) = \bigoplus_{i:* : \{1, \ldots, r\} \to I} M(r)/\equiv (\text{as in the construction of paragraph 1.1.8}).$ The sum ranges over bijections $i_* : \{1, \ldots, r\} \to I$. Hence, an element of $M(I)$ consists of a pair $(x, i_*)$, where $x \in M(r)$ and $i_* : \{1, \ldots, r\} \to I$. We set $(w_*(x), i_*) \equiv (x, i_{w(*)})$ for any permutation $w \in \Sigma_r$. We recall that $i_{w(*)} : \{1, \ldots, r\} \to I$ denotes the composite of the bijection $i_* : \{1, \ldots, r\} \to I$ with the permutation $w : \{1, \ldots, r\} \to \{1, \ldots, r\}$.

A bijection $u : I \to I'$ induces a reindexing morphism $u_* : M(I) \to M(I')$. Accordingly, the collection $M(I)$ defines a functor on the category of finite sets and bijections. We have clearly the relation $M(r) = M(\{1, \ldots, r\})$. Furthermore, the morphisms $w_* : M(\{1, \ldots, r\}) \to M(\{1, \ldots, r\})$ associated to permutations $w : \{1, \ldots, r\} \to \{1, \ldots, r\}$ give the action of the symmetric group on $M(r)$.

1.3.2. The coend definition of the functor associated to a $\Sigma_*$-module.

Similarly, for a given $\mathbb{K}$-module $V$, the tensor powers $r \mapsto V^{\otimes r}$ extends to a contravariant functor $I \mapsto V^{\otimes I}$ on the category of finite sets and bijections. To be explicit, an element of $V^{\otimes I}$ is equivalent to a tensor $v_{i_1} \otimes \cdots \otimes v_{i_r} \in V \otimes \cdots \otimes V$. The morphism $u^* : V^{\otimes I'} \to V^{\otimes I}$ induced by a bijection $u : I \to I'$ verifies the relation $u^*(v_{i_1} \otimes \cdots \otimes v_{i_r}) = w_{i_1} \otimes \cdots \otimes w_{i_r}$, where $w_{i_k} = v_{u(i_k)}$.

The functor $S(M) : \mathbb{K} \text{Mod} \to \mathbb{K} \text{Mod}$ agrees with the coend

$$S(M, V) = \int_I M(I) \otimes V^{\otimes I}.$$ 

The elements of this coend are represented by tensors $x \otimes (v_{i_1} \otimes \cdots \otimes v_{i_r}) \in M(I) \otimes V^{\otimes I}$, together with relations

$$u_* (x) \otimes (v_{i_1} \otimes \cdots \otimes v_{i_r}) \equiv x \otimes u^*(v_{i_1} \otimes \cdots \otimes v_{i_r}),$$

which generalize the invariance relations of the module of coinvariants.
1.3.3. The tensor product of $\Sigma$-modules. We define the tensor product $M \otimes N$ of $\Sigma$-modules $M$ and $N$. We consider the functors on finite sets associated to $M$ and $N$. We set

$$(M \otimes N)(n) = \bigoplus_{(I,J)} M(I) \otimes N(J).$$

The sum ranges over ordered pairs of sets $(I,J)$ such that $I \cup J = \{1, \ldots, n\}$.

We have a symmetry isomorphism $c(M,N) : M \otimes N \to N \otimes M$ defined componentwise by the symmetry isomorphism of $\mathbb{K}$-modules $M(I) \otimes N(J) \to N(J) \otimes M(I)$. Clearly, the $\Sigma$-module $1 \in M$ such that

$$1(r) = \begin{cases} \mathbb{K}, & \text{if } r = 0, \\ 0, & \text{otherwise}, \end{cases}$$

satisfies the unit relations $M \otimes 1 = M = 1 \otimes M$.

The next result is a straightforward consequence of the coend definition of the functor associated to a $\Sigma$-module.

1.3.4. Lemma. The $\Sigma$-module $M \otimes N$ defined in the paragraph above verifies the relation $S(M \otimes N) = S(M) \otimes S(N)$. Furthermore, the symmetry isomorphism of $\Sigma$-modules $c(M,N) : M \otimes N \to N \otimes M$ corresponds to the symmetry isomorphism of functors $c(M,N) : S(M) \otimes S(N) \to S(N) \otimes S(M)$. Explicitly, the diagram

$$
\begin{array}{ccc}
S(M \otimes N) & \xrightarrow{c(M,N)} & S(N \otimes M) \\
\downarrow & & \downarrow \\
S(M) \otimes S(N) & \xrightarrow{c(S(M),S(N))} & S(N) \otimes S(M)
\end{array}
$$

is commutative.

1.3.5. The composition product of $\Sigma$-modules. We define the composition product $M \circ N$ of $\Sigma$-modules $M$ and $N$. We give E. Getzler, J. Jones and V. Smirnov credit for the introduction of the composition product in the context of operads (cf. E. Getzler and J. Jones [30], V. Smirnov [79]), but this operation is also related to the plethysm in combinatorial representation theory (cf. I. Macdonald [52], see also A. Joyal [41]).

We follow the construction of [25] and [26]. We observe that the tensor power of a $\Sigma_n$-module $N^{\otimes r}$ is endowed with an action of the symmetric group $\Sigma_r$, because the tensor product of $\Sigma_n$-modules has a symmetry isomorphism. Accordingly, the $\Sigma_n$-modules $N^{\otimes r}(n)$ have an external $\Sigma_r$-action. We set

$$(M \circ N)(n) = \bigoplus_{r=0}^{\infty} (M(r) \otimes N^{\otimes r}(n))_{\Sigma_r}.$$

The next assertion is a straightforward consequence of this definition:

1.3.6. Lemma. The $\Sigma$-module $M \circ N$ defined in the paragraph above verifies the relation $S(M \circ N) = S(M) \circ S(N)$. 
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\[ S(M, S(N, V)) = \bigoplus_{r=0}^{\infty} \left( M(r) \otimes S(N, V)^{\otimes r} \right)_{\Sigma^r} \]
\[ = \bigoplus_{r=0}^{\infty} \left( M(r) \otimes S(N^{\otimes r}, V) \right)_{\Sigma^r} \]
\[ = S\left( \bigoplus_{r=0}^{\infty} (M(r) \otimes N^{\otimes r})_{\Sigma^r}, V \right) = S(M \circ N, V). \]

1.3.7. On the tensor power of a $\Sigma^*$-module. We need more insights in the structure of a composite $\Sigma^*$-module $M \circ N$. Therefore, for our purposes, we make the expansion of a tensor power $N^{\otimes r}$ more explicit. We have readily

\[ N^{\otimes r}([1, \ldots, n]) = \bigoplus_{(J_1, \ldots, J_r)} N(J_1) \otimes \cdots \otimes N(J_r). \]

This sum ranges over $r$-tuples of sets $(J_1, \ldots, J_r)$ such that $J_1 \uplus \cdots \uplus J_r = \{1, \ldots, n\}$. Suppose given a permutation $w \in \Sigma_r$. We observe that the associated morphism $w^* : N^{\otimes r} \to N^{\otimes r}$ permutes the summands $N(J_1) \otimes \cdots \otimes N(J_r)$ in the expansion of $N^{\otimes r}$. Precisely, a tensor $y_1 \otimes \cdots \otimes y_r \in N(J_1) \otimes \cdots \otimes N(J_r)$ is mapped to $y_{w(1)} \otimes \cdots \otimes y_{w(r)} \in N(J_{w(1)}) \otimes \cdots \otimes N(J_{w(r)})$.

If $N$ is a connected $\Sigma^*$-module, then this action has nice properties, because of the following classical result:

1.3.8. Observation. The symmetric group $\Sigma_r$ acts freely on ordered partitions $J_1 \uplus \cdots \uplus J_r = \{1, \ldots, n\}$ such that $J_1, \ldots, J_r \neq \emptyset$.

The discussion above leads to the following conclusion:

1.3.9. Lemma. Let $M, N$ be $\Sigma^*$-modules. In general, the components of a composite $\Sigma^*$-module $M \circ N$ are given by the coinvariant formula

\[ (M(r) \otimes N^{\otimes r}(n))_{\Sigma^r} = \left\{ \bigoplus_{(J_1, \ldots, J_r)} (M(r) \otimes N(J_1) \otimes \cdots \otimes N(J_r)) \right\}_{\Sigma^r}, \]

where we consider all $r$-tuples of sets $(J_1, \ldots, J_r)$ such that $J_1 \uplus \cdots \uplus J_r = \{1, \ldots, n\}$. If $N$ is connected, then these modules have an expansion

\[ (M(r) \otimes N^{\otimes r}(n))_{\Sigma^r} = \bigoplus_{(J_1, \ldots, J_r)} (M(r) \otimes N(J_1) \otimes \cdots \otimes N(J_r)), \]

which does not involve coinvariants, and which can be obtained by restricting the summation range to $r$-tuples of non-empty sets $J_k = \{j_{k_1} < \cdots < j_{k_n}\}$, $k = 1, \ldots, r$, such that $j_{k_1} < j_{k_{1+1}} < \cdots < j_{k_{r-1}}$.

1.3.10. Composite elements. Suppose given elements $x \in M(r)$ and $y_1 \in N(n_1), \ldots, y_r \in N(n_r)$. We let $x(y_1, \ldots, y_r) \in (M \circ N)(n)$ denote the tensor

\[ x \otimes (y_1 \otimes \cdots \otimes y_r) \in M(r) \otimes (N(n_1) \otimes \cdots \otimes N(n_r)) \]

in the component of $(M \circ N)(n)$ associated to the partition $J_1 \uplus \cdots \uplus J_r = \{1, \ldots, n\}$, such that

\[ J_k = \{n_1 + \cdots + n_{k-1} + 1 < \cdots < n_1 + \cdots + n_{k-1} + n_k\}. \]
We observe that a tensor \( x(y_1, \ldots, y_r)(v_1, \ldots, v_n) \in S(M \circ N, V) \) associated to such an element is identified with a composite
\[
x(w_1, \ldots, w_r) \in S(M, S(N, V))
\]
where \( w_k = y_k(v_{n_1 + \cdots + n_k - 1 + 1}, \ldots, v_{n_1 + \cdots + n_k - 1 + n_k}) \in S(N, V) \).
Therefore, the image under an operad product \( \mu: P \circ P \to P \) of such a tensor \( p(q_1, \ldots, q_r) \in (P \circ P)(n) \) agrees with the element denoted by \( p(q_1, \ldots, q_r) \in P(n) \) in paragraph 1.1.4.

**Proof of lemma 1.2.19.** We define a natural morphism \( M^\vee \circ N^\vee \to (M \circ N)^\vee \). To begin with, we have a natural morphism \( \bigoplus_{(J_r)} M(r)^\vee \otimes N(J_1)^\vee \otimes \cdots \otimes N(J_r)^\vee \Sigma_r \)
\[
\to \left\{ \left\{ \bigoplus_{(J_r)} M(r) \otimes N(J_1) \otimes \cdots \otimes N(J_r) \right\} \Sigma_r \right\}^\vee
\]
which is an isomorphism provided that \( M \) and \( N \) consist of finitely generated projective \( K \)-modules. In turn, we have a natural morphism
\[
\left\{ \bigoplus_{(J_r)} M(r)^\vee \otimes N(J_1)^\vee \otimes \cdots \otimes N(J_r)^\vee \right\} \Sigma_r
\]
\[
\to \left\{ \bigoplus_{(J_r)} M(r)^\vee \otimes N(J_1)^\vee \otimes \cdots \otimes N(J_r)^\vee \right\} \Sigma_r
\]
provided by the norm of the symmetric group \( \Sigma_r \). If \( N \) is a connected \( \Sigma_* \)-module, then the symmetric group permutes freely the partitions \( (J_r) \) involved in the sum (see observation 1.3.8). Consequently, under this assumption, the norm defines a natural isomorphism of \( \Sigma_* \)-modules.

If we consider the composite of these morphisms, then we obtain a natural transformation \( M^\vee \circ N^\vee \to (M \circ N)^\vee \) as stated in lemma 1.2.19.

**Part 2. Chain complexes of modules over an operad**

2.1. **Summary**

In this section, we generalize classical homological algebra results about chain complexes of modules in the framework of operads. In regard to these purposes, we first generalize the definitions of chapter 1 to the differential graded context.

2.1.1. **Chain complexes of \( \Sigma_* \)-module.** We consider \( \Sigma_* \)-objects in the category of dg-modules. We assume precisely that \( M = M(r) \), \( r \in \mathbb{N} \), is a sequence of dg-modules and that the symmetric group \( \Sigma_r \) operates on \( M(r) \) by morphisms of dg-modules. If the ground ring \( K \) is not a field of characteristic 0, then we may consider \( \Sigma_* \)-modules \( M \) which are *projective in the category of \( \Sigma_* \)-modules.* (To be explicit, a \( \Sigma_* \)-module \( M \) is projective if the sequence \( M(r) \) consists of projective \( \Sigma_* \)-modules.) According to our conventions, if the ground ring \( K \) is not a field, then we consider only \( \Sigma_* \)-modules \( M \) which are *projective as \( K \)-modules.* (More explicitly, we assume tacitly that the sequence \( M(r) \) consists of projective \( K \)-modules.) We recall that a \( \Sigma_* \)-module \( M \) is connected if \( M(0) = 0 \).

We observe that the definition of the direct sum \( M \oplus N \), of the tensor product \( M \otimes N \) and of the composition product \( M \circ N \) makes sense in any symmetric
monoidal category and, in particular, in the category of dg-$\Sigma_*$-modules (see section 1.2). For our purposes, we just record that the differential of a composite element $x(y_1, \ldots, y_r) \in M \circ N(n)$, where $x \in M(r)$ and $y_1 \in N(n_1), \ldots, y_r \in N(n_r)$ (cf. paragraph 1.3.10), is given by the formula
\[
\delta(x(y_1, \ldots, y_r)) = \delta(x)(y_1, \ldots, y_r) + \sum_{i=1}^r \pm x(y_1, \ldots, \delta(y_i), \ldots, y_r).
\]

2.1.2. Classical homological problems arising from functors associated to dg-$\Sigma_*$-modules. We have also a functor
\[ S(M) : dg\text{-}KMod \to dg\text{-}KMod \]
associated to any dg-$\Sigma_*$-module $M$, since the formula of paragraph 1.2.1
\[ S_*(M)(V) = (M(r) \otimes V^\otimes)^{\Sigma_r} \]
makes sense in the category of dg-modules. Similarly, the relations
\[
S(M \oplus N, V) = S(M, V) \oplus S(N, V), \\
S(M \otimes N, V) = S(M, V) \otimes S(N, V) \\
\text{and } S(M \circ N, V) = S(M, S(N, V)),
\]
hold in any symmetric monoidal category and, in particular, in the category of dg-modules $dg\text{-}KMod$.

Classically, one observes that the functor $S(M) : dg\text{-}KMod \to dg\text{-}KMod$ does not preserve quasi-isomorphisms, unless $M$ is a projective $\Sigma_*$-module. Similarly, the functor $M \mapsto S(M)$ is additive and right exact, but not exact.

We observe that the composition product of dg-$\Sigma_*$-modules has nice homological properties despite these problems, because a composite $\Sigma_*$-module $M \circ N$ such that $N$ is connected has a good expansion (cf. lemma 1.3.10). In particular, if the ground ring $K$ is a field, then we obtain the following result:

2.1.3. Lemma. We assume that $M$ and $N$ are dg-$\Sigma_*$-modules over a field $K$ (possibly of positive characteristic). If the $\Sigma_*$-module $N$ is connected (explicitly, if $N(0) = 0$), then we have a natural isomorphism $H_*(M) \circ H_*(N) \simeq H_*(M \circ N)$.

We analyze the differential structure of a composite $\Sigma_*$-module $M \circ N$ in detail in section 2.3.

2.1.4. Differential graded operads. Finally, the notion an operad makes sense in the category of dg-modules. In this context, the composition product of a dg-operad $P$ is supposed to be a morphism of dg-$\Sigma_*$-modules $P \circ P \to P$. Equivalently, we assume that a composite operation $p(q_1, \ldots, q_r) \in P(n_1 + \cdots + n_r)$ satisfies the derivation relation
\[
\delta(p(q_1, \ldots, q_r)) = \delta(p)(q_1, \ldots, q_r) + \sum_{i=1}^r \pm p(q_1, \ldots, \delta(q_i), \ldots, q_r).
\]

We recall that an operad is connected if $P(0) = 0$ and $P(1) = K1$.

Dually, we have a notion of a dg-cooperad, in which the coproduct is a morphism of dg-modules $D \to D \circ D$.

We observe that the homology of a dg-operad $H_*(P)$ is equipped with the structure of a graded operad. If the ground ring $K$ is a field, then the same is true for dg-cooperads, because lemma 2.1.3 above allows to define a morphism
\[ H_*(D) \to H_*(D \circ D) \simeq H_*(D) \circ H_*(D). \]
2.1.5. Right modules over an operad. A right module over an operad $P$ is a $\Sigma$-module $L \in \Sigma\text{-Mod}$ equipped with a morphism $\lambda : L \circ P \to L$ that satisfies the classical associativity relation with respect to the operad product $\mu : P \circ P \to P$ and the classical unit relation with respect to the monad unit $\eta : I \to P$. Explicitly, we assume that the following classical diagrams commute:

$$
\begin{align*}
L \circ P \circ P & \xrightarrow{\lambda \circ P} L \circ P \\
L & \xrightarrow{\lambda} L
\end{align*}
$$

The category of right $P$-modules is denoted by $\text{Mod}_P$.

Like an operad product, an operad action $\lambda : L \circ P \to L$ is equivalent to composition products

$$
L(r) \otimes P(n_1) \otimes \cdots \otimes P(n_r) \to L(n_1 + \cdots + n_r),
$$

defined for all $r \geq 1$ and all $n_1, \ldots, n_r \in \mathbb{N}$. The composite element associated to $x \in L(r)$ and $y_1 \in P(n_1), \ldots, y_r \in P(n_r)$ is denoted by $x(y_1, \ldots, y_r) \in L(n_1 + \cdots + n_r)$. There is also a partial composition product such that $x \circ_i q = x(1, \ldots, q, \ldots, 1)$.

In the dg-context, we assume that the operad action is given by a morphism of dg-modules $\lambda : L \circ P \to L$. Accordingly, a composite element $x(y_1, \ldots, y_r) \in L(n_1 + \cdots + n_r)$ satisfies the same derivation relation as a composite operation in a dg-operad.

2.1.6. Left modules over an operad. Symmetrically, a left module over an operad $P$ is a $\Sigma$-module $R \in \Sigma\text{-Mod}$ equipped with a left operad action $\rho : P \circ R \to R$. We observe that a $P$-algebra $A$ is equivalent to a left $P$-module $R$ such that

$$
R(n) = \begin{cases} 
A, & \text{if } n = 0, \\
0, & \text{otherwise}.
\end{cases}
$$

Conversely, we may consider connected left $P$-modules $R$, which have $R(0) = 0$, because connected $\Sigma$-modules behave better than constant modules in regard to homological constructions. The category of left $P$-modules is denoted by $\text{PMod}_P$. The category of connected left $P$-modules is denoted by $\text{PMod}_q$.

A left operad action is equivalent to composition products

$$
P(r) \otimes R(n_1) \otimes \cdots \otimes R(n_r) \to R(n_1 + \cdots + n_r)
$$

defined for all $r \geq 1$ and all $n_1, \ldots, n_r \in \mathbb{N}$. The composite element associated to $p \in P(r)$ and $y_1 \in R(n_1), \ldots, y_r \in R(n_r)$ is denoted by $p(y_1, \ldots, y_r) \in R(n_1 + \cdots + n_r)$. In the dg-context, a composite element $p(y_1, \ldots, y_r) \in R(n_1 + \cdots + n_r)$ satisfies the same derivation relation as a composite operation in a dg-operad.

A bimodule over an operad $P$ is a $\Sigma$-module $L \in \Sigma\text{-Mod}$ equipped with both a right and left $P$-module structure such that the right and left operad actions commute. This notion of a bimodule agrees with the notion introduced by M. Kapranov and Y. Manin in [33], but differs from a notion of a bimodule introduced by M. Markl in [58]. In fact, the $P$-bimodules in Markl’s sense are abelian group objects in the relative category of operads over $P$ (cf. [24]) and form an abelian category unlike the $P$-bimodules in our sense. These notions of bimodules are also considered (in a more general framework) by H. Baues, M. Jibladze and A. Tonks in [42].
2.1.7. Relative composition products. The relative composition product $L \circ_P R$ is similar to the classical tensor product over an associative algebra. Explicitly, we are given a right $P$-module $L$ and a left $P$-module $R$. The relative composition product $L \circ_P R$ is defined by the cokernel

$$L \circ P \circ R \xrightarrow{\lambda \circ R} L \circ R \xrightarrow{\lambda} L \circ_P R.$$  

We have $P \circ_P R = R$ and $L \circ_P P = L$. More generally, in case of a free right $P$-module $L = M \circ P$ (see paragraph 2.1.10 below), we obtain $(M \circ P) \circ_P R = M \circ R$. Similarly, if $R = P \circ M$, then we obtain $L \circ_P (P \circ M) = L \circ M$.

2.1.8. Extension and restriction functors. Suppose given an operad morphism $\phi : P \rightarrow P'$. In this situation, we have a restriction functor $\phi^! : \text{Mod} P' \rightarrow \text{Mod} P$, since the composite

$$L' \circ P \xrightarrow{L' \circ \phi} L' \circ P' \xrightarrow{\lambda'} L'$$

provides any right $P'$-module $L'$ with a right $P$-action. We have also an induction functor $\phi_! : \text{Mod} P \rightarrow \text{Mod} P'$ together with an adjunction relation

$$\text{Hom}_{\text{Mod} P'}(\phi_! L, L') = \text{Hom}_{\text{Mod} P}(L, \phi^! L').$$

Explicitly, the morphism $\phi : P \rightarrow P'$ gives the operad $P'$ the structure of a left $P$-module. One verifies easily that the right $P'$-module $\phi_! (L)$ is represented by the relative composition product $\phi_! (L) = L \circ_P P'$. Furthermore, the adjunction unit $\eta(L) : L \rightarrow \phi^!(\phi_! (L))$ can be identified with the morphism $L \circ_P \phi : L \circ_P P \rightarrow L \circ_P P'$.

Symmetrically, for left modules over an operad, we have a restriction functor $\phi^! : P' \text{Mod} \rightarrow P \text{Mod}$ and an extension functor $\phi_! : P \text{Mod} \rightarrow P' \text{Mod}$ given by the relative composition product $\phi_! (R) = P' \circ_R R$. These functors verify the adjunction relation

$$\text{Hom}_{P' \text{Mod}}(\phi_! R, R') = \text{Hom}_{P \text{Mod}}(R, \phi^! R').$$

The adjunction unit $\eta(R) : L \rightarrow \phi^!(\phi_! (R))$ is identified with the morphism $\phi \circ_P R : P \circ_P R \rightarrow P' \circ_P R$.

2.1.9. Indecomposable quotients. Suppose $P$ is an augmented operad, so that we are given an operad morphism $\epsilon : P \rightarrow I$. In this case, the restriction functor $\epsilon^! : \text{Mod} I \rightarrow \text{Mod} P$ provides any $\Sigma_*$-module with the structure of a right $P$-module, because any $\Sigma_*$-module is endowed with a right action of the identity operad. The relative composition product $\bar{L} = L \circ_P I$ is called the indecomposable quotient of $L$. The adjunction relation reads

$$\text{Hom}_{\Sigma_* \text{Mod}}(\bar{L}, M) = \text{Hom}_{\text{Mod} P}(L, M).$$

The adjunction unit is identified with the morphism $L \circ_P \epsilon : L \circ_P P \rightarrow L \circ_P I$. This morphism is clearly surjective.

Symmetrically, the indecomposable quotient of a left $P$-module is defined by the relative composition product $\bar{R} = I \circ_P R$. We have an adjunction relation

$$\text{Hom}_{\Sigma_* \text{Mod}}(\bar{R}, M) = \text{Hom}_{\text{Mod} P}(R, M).$$

The adjunction unit is identified with the morphism $\epsilon \circ_P R : P \circ_P R \rightarrow I \circ_P R$ and is clearly surjective.
The relative composition product of dg-modules $L \circ P$ is a dg-$\Sigma_*$-module. But, as in the classical context of modules over an associative algebra, we observe that the functor $- \circ P : \text{Mod}P \to \Sigma_*\text{Mod}$ does not preserve all quasi-isomorphisms of right $P$-modules $\phi : L \xrightarrow{\sim} L'$. Similarly, the functor $L \circ - : \text{PMod} \to \Sigma_*\text{Mod}$, associated to a right $P$-module $L$, does not preserve all quasi-isomorphisms of left $P$-modules $\psi : R \xrightarrow{\sim} R'$. We introduce a notion of a \textit{quasi-free right $P$-module} (see paragraph 2.1.11) for which these properties hold (see theorems 2.1.14 and 2.1.15). We define also the symmetric notion of a \textit{quasi-free left $P$-module} (see paragraph 2.1.12).

**2.1.10. Free modules over an operad.** We observe that the composite $\Sigma_*$-module $L = M \circ P$ defines a free object in the category of right $P$-modules. Precisely, the operad product induces a morphism $M \circ \mu : M \circ P \circ P \to M \circ P$ which gives $L = M \circ P$ the structure of a right $P$-module and the operad unit induces a morphism of $\Sigma_*$-modules $M \circ \eta : M \to M \circ P$ that satisfies the classical universal property. Explicitly, a morphism $\phi : M \to L'$, where $L'$ is a right $P$-module, has a unique extension

$$
\begin{align*}
M & \xrightarrow{\phi} L' \\
M \circ P & \xrightarrow{\hat{\phi}}
\end{align*}
$$

such that $\hat{\phi} : M \circ P \to L'$ is a morphism of right $P$-modules. Equivalently, we have an adjunction relation

$$
\text{Hom}_{\text{Mod}P}(M \circ P, L') = \text{Hom}_{\Sigma_*\text{Mod}}(M, L').
$$

In regard to the expansion of a composite $\Sigma_*$-module (see lemma 1.3.9), the universal morphism $M \circ \eta : M \to M \circ P$ identifies $x \in M(r)$ with the composite element $x(1, \ldots, 1) \in M \circ P$.

Suppose $P$ is an augmented operad. In that case, the augmentation morphism induces a morphism of $\Sigma_*$-modules $M \circ \epsilon : M \circ P \to M$ and gives a canonical retraction of the universal morphism $M \circ \eta : M \to M \circ P$. On the other hand, the adjunction relation implies immediately that the $\Sigma_*$-module $M$ is isomorphic to the indecomposable quotient $L = (M \circ P) \circ_P I$. One observes that the morphism $M \circ \epsilon : M \circ P \to M$ is identified with the canonical surjection $L \to \hat{L}$.

Symmetrically, the composite $\Sigma_*$-module $R = P \circ N$ represents the free left $P$-module generated by $N$. The operad action is induced by the operad product. The operad unit induces a canonical morphism $\eta \circ N : N \to P \circ N$ which identifies an element $x \in N(n)$ with the composite element $1(x) \in P \circ N(n)$. If $P$ is an augmented operad, then we have a morphism $\epsilon \circ N : P \circ N \to N$ which identifies the module $N$ with the indecomposable quotient $\hat{R} = I \circ_P (P \circ N)$.

**2.1.11. Quasi-free right $P$-modules.** In the dg-context, a free right $P$-module is also realized by a composite $L = M \circ P$, where $M$ is a dg-$\Sigma_*$-module. The differential of $L$ is the canonical differential of the composite dg-$\Sigma_*$-module $L = M \circ P$. The canonical inclusion $M \to M \circ P$ which identifies an element $x \in M(r)$ with a composite $x(1, \ldots, 1) \in M \circ P(r)$ is a morphism of dg-$\Sigma_*$-modules. The canonical projection $M \circ P \to M$ is also a morphism of dg-$\Sigma_*$-modules. Hence, the indecomposable quotient of the free right $P$-module $L = M \circ P$ is isomorphic to $M$ as a dg-$\Sigma_*$-module.
A quasi-free right $P$-module $L$ is a dg-$\Sigma_*$-module such that $L = M \circ P$, but whose differential, denoted by $\delta_L : M \circ P \to M \circ P$, differs from the canonical differential of a free right $P$-module (which is still denoted by $\delta : M \circ P \to M \circ P$). We have explicitly $\delta_L = \delta + d_0$, where $d_0 : M \circ P \to M \circ P$ is a certain homogeneous morphism of degree $-1$. We assume

$$d_0(x(q_1, \ldots, q_r)) = d_0(x)(q_1, \ldots, q_r),$$

so that $\delta_L : M \circ P \to M \circ P$ satisfies the derivation relation

$$\delta_L(x(q_1, \ldots, q_r)) = \delta(x)(q_1, \ldots, q_r) + \sum_{i=1}^r \pm x(q_1, \ldots, \delta(q_i), \ldots, q_r).$$

In addition, we assume the relation $\delta d_0 + d_0 \delta + d_0^2 = 0$ (because this equation is equivalent to the identity $\delta \theta^2 = 0$).

We observe that the morphism $d_0 : M \circ P \to M \circ P$ is determined by its restriction to $M \subset M \circ P$. Consequently, the inclusion morphism $M \to M \circ P$ is not a morphism of dg-modules as long as $d_0$ is non zero. But, the canonical projection $M \circ P \to M$ may be a morphism of dg-modules provided that the composite

$$M \circ P \xrightarrow{d_0} M \circ P \to M$$

vanishes. In general, we assume that this property holds, because, in this situation, the dg-module $M$ can be identified with the indecomposable quotient of $L = M \circ P$.

2.1.12. Quasi-free left $P$-modules. Symmetrically, a composite $R = P \circ N$, where $N$ is a dg-$\Sigma_*$-module, is a free object in the category of dg-left $P$-modules. A quasi-free left $P$-module $R$ is a dg-$\Sigma_*$-module such that $R = P \circ N$, but whose differential, denoted by $\delta_R : P \circ N \to P \circ N$, differs from the canonical differential of a free left $P$-module (still denoted by $\delta : P \circ N \to P \circ N$). We still assume $\delta_R = \delta + d_0$, where $d_0 : P \circ N \to P \circ N$ is a certain homogeneous morphism of degree $-1$. In the case of left modules, the derivation relation is equivalent to the equation

$$d_0(p(y_1, \ldots, y_r)) = \sum_{i=1}^r \pm p(y_1, \ldots, d_0(y_i), \ldots, y_r)$$

for all $p \in P(r)$ and $y_1 \in P \circ N(n_1), \ldots, y_r \in P \circ N(n_r)$. We observe that the morphism $d_0 : P \circ N \to P \circ N$ is determined by its restriction to $N \subset P \circ N$.

The inclusion morphism $N \to P \circ N$ is not a morphism of dg-modules as long as $d_0$ is non zero. But, the canonical projection $P \circ N \to N$ may be a morphism of dg-modules provided that the composite

$$P \circ N \xrightarrow{d_0} P \circ N \to N$$

vanishes. In general, we assume that this property holds, so that the dg-module $N$ can be identified with the indecomposable quotient of $R = P \circ N$.

We deduce the main results of this article from the following theorem which generalizes classical comparison results (cf. H. Cartan [19 Exposés 2-3], J. McCleary [63, Chapter 3], E.C. Zeeman [88]) in the context of operads.

2.1.13. Theorem. We are given a morphism of connected dg-operads $\psi : P \to P'$. We consider a morphism $\phi : L \to L'$, where $L$ is a quasi-free right module over $P$ and $L'$ is a quasi-free right module over $P'$. We equip the dg-$\Sigma_*$-module $L'$ with the structure of a right $P$-module by restriction of structure and we assume that the map $\phi : L \to L'$ is a morphism of $P$-modules.
We let $\bar{L} = L \circ_P I$, respectively $\bar{L}' = L' \circ_P I$, denote the indecomposable quotient of $L$, respectively $L'$. We have an induced morphism of $dg\Sigma_\ast$-modules $\bar{\phi} : \bar{L} \to \bar{L}'$.

In this situation: 
(a) If the morphisms $\psi : P \to P'$ and $\bar{\phi} : \bar{L} \to \bar{L}'$ are quasi-isomorphisms, then so is $\phi : L \to L'$.
(b) If the morphisms $\psi : P \to P'$ and $\phi : L \to L'$ are quasi-isomorphisms, then so is $\bar{\phi} : \bar{L} \to \bar{L}'$.
(c) We assume in addition $\bar{L}(0) = \bar{L}'(0) = 0$ and $\bar{L}(1) = \bar{L}'(1) = \mathbb{K}$. If the morphisms $\phi : L \to L'$ and $\bar{\phi} : \bar{L} \to \bar{L}'$ are quasi-isomorphisms, then so is $\psi : P \to P'$.

We prove these assertions in section 2.5. We have a symmetrical result for connected left $P$-modules.

We have also the following properties:

2.1.14. Theorem. Let $P$ be a connected dg-operad. Let $R$ be any connected left $P$-module. If $\phi : L \sim \to L'$ is a quasi-isomorphism of quasi-free right $P$-modules, then the induced morphism $\phi \circ_P R : L \circ_P R \to L' \circ_P R$ is also a quasi-isomorphism.

Symmetrically, if $R$ is a quasi-free connected left $P$-module, then the functor $- \circ_R P : dg\Sigma_\ast Mod \to dgPMod$ preserves all quasi-isomorphisms of right $P$-modules $\phi : L \sim \to L'$.

2.1.15. Theorem. Let $P$ be a connected dg-operad. If $L$ is a quasi-free right $P$-module, then the functor $L \circ_P - : dgPMod \to dg\Sigma_\ast Mod$ preserves all quasi-isomorphisms of connected left $P$-modules $\psi : R \sim \to R'$.

Symmetrically, if $R$ is a quasi-free connected left $P$-module, then the functor $- \circ_P R : dgModP \to dg\Sigma_\ast Mod$ preserves all quasi-isomorphisms of right $P$-modules $\phi : L \sim \to L'$.

We prove these results in section 2.4 (cf. page 37).

2.2. Digression: model categories of modules over an operad

We interpret the comparison theorems above within the language of model categories. In fact, we would like to point out that our results are stronger than the assertions which one expects from classical model structures. First, we mention the next statements, which are similar to classical results about modules over an associative algebra (cf. W. Dwyer and J. Spalinski [22], I. Gelfand and Y. Manin [28], M. Hovey [40]).

2.2.1. Theorem. Let $P$ be a connected dg-operad.

The category of $dg$-right $P$-modules $dgPMod$ is endowed with the structure of a model category in which a weak-equivalence is a quasi-isomorphism of right $P$-modules. A fibration is a morphism of right $P$-modules which is surjective in degree $* > 0$. A cofibration is a morphism of right $P$-modules which has the left lifting property with respect to fibrations.

The category of connected $dg$-left $P$-modules $dgPMod_0$ is endowed with the structure of a model category in which a weak-equivalence is a quasi-isomorphism of left $P$-modules. A fibration is a morphism of left $P$-modules which is surjective in degree $* > 0$. A cofibration is a morphism of left $P$-modules which has the left lifting property with respect to fibrations.
In case of a connected operad $P$, the $\mathbb{K}$-module $0$ is the initial object in the category of right $P$-modules and in the category of left $P$-modules. We recall that a right $P$-module $L$ (respectively, a connected left $P$-module $R$) is a cofibrant object if the initial morphism $0 \to L$ (respectively, $0 \to R$) is a cofibration.

2.2.2. Lemma. A cofibrant object in the category of dg-right $P$-modules is a retract of a quasi-free module $F = M \circ P$ such that $M$ is a complex of projective $\Sigma_*$-modules.

A cofibrant object in the category of connected dg-left $P$-modules is a retract of a quasi-free module $F = P \circ N$ such that $N$ is a complex of projective $\Sigma_*$-modules.

We omit the proof of these results stated as remarks.

2.2.3. Model structures for algebras over an operad. In general, the definition of theorem 2.2.1 does not provide the category of all dg-left $P$-modules $dgPMod$ with a model structure. We observe precisely that the category of dg-left $P$-modules $dgPMod$ possesses a model structure if and only if so does the category of $P$-algebras $dgPAlg$. Here are a few indications.

We consider the dg-$\mathbb{K}$-module $C = \mathbb{K}e \oplus \mathbb{K}b$ such that $|b| = 0$, $|e| = 1$ and $\delta(e) = b$. On one hand, the free algebra $F = S(P, C)$ has the left lifting property with respect to all surjective morphisms of $P$-algebras. On the other hand, the functor $S(P, -)$ does not preserve quasi-isomorphisms in general. Accordingly, the free algebra $S(P, C)$ is not acyclic. Therefore, we conclude that the category of all dg-left $P$-modules $dgPMod$ is not equipped with the structure of a model category in general. We refer to V. Hinich [39] and M. Spitzweck [80] for a discussion about such assertions.

We recall that a $P$-algebra $A$ is equivalent to a left $P$-module $R$ which has $R(0) = A$ and $R(n) = 0$ for $n > 0$. We identify the dg-$\mathbb{K}$-module $C$ with the dg-$\Sigma_*$-module $N$ which has $N(0) = C$ and $N(n) = 0$ for $n > 0$. We have $(P \circ N)(0) = S(P, C)$ and $(P \circ N)(n) = 0$ for $n > 0$. Therefore, the free module $F = P \circ N$ is acyclic if and only if the free algebra $S(P, C)$ is so. On the other hand, the free module $F = P \circ N$ has the left lifting property with respect to all surjective morphisms of left $P$-modules. We conclude that the category of all dg-left $P$-modules $dgPMod$ is not equipped with the structure of a model category in general.

2.2.4. Derived functors and quasi-free resolutions. In positive characteristic, the representations of the symmetric groups are not all projective objects. Therefore, the quasi-free modules over an operad are not all cofibrant objects.

A cofibrant resolution of a right $P$-module $L$ consists of a cofibrant module $F$ together with a surjective quasi-isomorphism $F \xrightarrow{\sim} L$. A quasi-free resolution of $L$ consists of a quasi-free module $L' = M' \circ P$ together with a surjective quasi-isomorphism $L' \xrightarrow{\sim} L$. Any right $P$-module $L$ has a cofibrant resolution $F \xrightarrow{\sim} L$ such that $F$ is a quasi-free right $P$-module. We have explicitly $F = M \circ P$, where $M$ is a complex of projective $\Sigma_*$-modules. A cofibrant resolution is connected to any quasi-free resolution by a quasi-isomorphism $F \xrightarrow{\sim} L'$, because the left lifting property provides the following diagram with a fill in morphism.

\[
\begin{array}{ccc}
L' \\
\downarrow \sim \\
F \xrightarrow{\sim} L
\end{array}
\]
We have similar observations for left $P$-modules.

The functor $- \circ P : dg\text{Mod}P \to dg\Sigma_*\text{Mod}$ does not preserve quasi-isomorphisms of right $P$-modules. Therefore, we introduce the left derived functor of the relative composition product $- \circ_P R$. We replace a right $P$-module $L$ by a cofibrant resolution $F$ and we consider the composition product $F \circ_P R$. We have by definition $L \circ_P R = F \circ_P R$. In general, the dg-module $L \circ_P R$ does not depend on the choice of a cofibrant resolution (up to quasi-isomorphism). In our context, we obtain the following stronger result:

2.2.5. Proposition. Suppose given a connected dg-operad $P$, a right $P$-module $L$ and a connected left $P$-module $R$. The relative composition product $L' \circ_P R$, where $L'$ is any quasi-free resolution of $L$, is a representative of the derived composition product $L \circ_P R$. The relative composition product $L \circ_P R'$, where $R'$ is any quasi-free resolution of $R$, is also equivalent to the derived composition product $L \circ_P R$.

Proof. We observe in paragraph 2.2.4 that the quasi-free module $L'$ is connected to a cofibrant resolution of $L$ by a quasi-isomorphism of right $P$-modules $F \sim L'$. We deduce from theorem 2.1.14 that the induced morphism $F \circ_P R \to L' \circ_P R$ is also a quasi-isomorphism. Therefore, we conclude that the composition product $L' \circ_P R$ is equivalent to $L \circ_P R = F \circ_P R$.

In addition, if $R'$ is a quasi-free resolution of $R$, then theorem 2.1.15 provides a zig-zag of quasi-isomorphisms

$$L \circ_P R' \sim L' \circ_P R' \sim L' \circ_P R.$$

As a consequence, the composition product $L \circ_P R'$ is also equivalent to $L \circ_P R$.

2.2.6. Remark. We would like to point out that the theorems of section 2.1 could be deduced from non-classical model structures. For instance, we consider the category of right modules over an operad $P$. We still assume that a morphism of right $P$-modules $\phi : L \to L'$ is a weak-equivalence (respectively, a fibration) if $\phi : L \to L'$ is a weak-equivalence (respectively, a fibration) in the category of dg-$\Sigma_*$-modules, but we modify the definition of a fibration in the category of dg-$\Sigma_*$-modules.

To be explicit, we equip the category of dg-$\Sigma_*$-modules with the model structure in which weak-equivalences are quasi-isomorphisms and cofibrations are injective morphisms. In this context, a fibration of dg-$\Sigma_*$-modules is a morphism of dg-$\Sigma_*$-modules which has the right-lifting property with respect to acyclic cofibrations.

This definition makes all quasi-free modules cofibrant objects.

2.3. On composite symmetric modules in the differential graded framework

In this section, we analyze the homology of composite $\Sigma_*$-modules. We deduce our results from the nice expansion of the composition product given in lemma 1.3.9.

2.3.1. The differential structure of a composite $\Sigma_*$-module. We observe that a composite dg-$\Sigma_*$-module $M \circ N$ forms a bicomplex. Precisely, the bidegree of an element

$$x(y_1, \ldots, y_r) \in (M \circ N)(n),$$
such that \( x \otimes y_1 \otimes \cdots \otimes y_r \in M_d(r) \otimes N_{e_1}(n_1) \otimes \cdots \otimes N_{e_r}(n_r) \), is defined by \((s, t) = (d, e_1 + \cdots + e_r)\). The horizontal differential \( \delta_h : M \circ N \to M \circ N \) is induced by the differential of \( M \). The vertical differential \( \delta_v : M \circ N \to M \circ N \) is induced by the differential of \( N \). We set explicitly

\[
\delta_h(x(y_1, \ldots, y_r)) = \delta(x)(y_1, \ldots, y_r)
\]

and

\[
\delta_v(x(y_1, \ldots, y_r)) = \sum_{i=1}^r \pm x(y_1, \ldots, \delta(y_i), \ldots, y_r).
\]

Hence, we have clearly

\[
\delta(x(y_1, \ldots, y_r)) = \delta_h(x(y_1, \ldots, y_r)) + \delta_v(x(y_1, \ldots, y_r)).
\]

Consequently, as recalled in paragraph \( \text{[0.8]} \) we have a spectral sequence \( I^*(M \circ N) \Rightarrow H_*(M \circ N, \delta) \) such that \( I^1(M \circ N) = H_*(M \circ N, \delta_v) \) and \( I^2(M \circ N) = H_*(H_*(M \circ N, \delta_h), \delta_h) \). Similarly, we have a spectral sequence \( II^*(M \circ N) \Rightarrow H_*(M \circ N, \delta) \) such that \( II^1(M \circ N) = H_*(M \circ N, \delta_h) \) and \( II^2(M \circ N) = H_*(H_*(M \circ N, \delta_h), \delta) \).

We observe also that the splitting \( M \circ N = \bigoplus_{r=0}^{\infty} (M \circ N^{\otimes r})_{\Sigma_r} \) is compatible with the bicomplex structure. Hence, the spectral sequences above have natural splittings

\[
I^*(M \circ N) = \bigoplus_{r=0}^{\infty} I^r(M(r) \otimes N^{\otimes r})_{\Sigma_r}
\]

and

\[
II^*(M \circ N) = \bigoplus_{r=0}^{\infty} II^r(M(r) \otimes N^{\otimes r})_{\Sigma_r}.
\]

According to lemma \( \text{[1.3.9]} \) (about the expansion of composite \( \Sigma_\ast \)-modules), the modules \( I^1(M(r) \otimes N^{\otimes r})_{\Sigma_r} \) and \( II^1(M(r) \otimes N^{\otimes r})_{\Sigma_r} \) have the following expansions:

**2.3.2. Fact.** We assume that \( N \) is a connected \( \Sigma_\ast \)-module. We have

\[
I^1(M(r) \otimes N^{\otimes r})_{\Sigma_r} = \bigoplus_{(J_1, \ldots, J_r)} M(r) \otimes H_*(N(J_1) \otimes \cdots \otimes N(J_r))
\]

and symmetrically

\[
II^1(M(r) \otimes N^{\otimes r})_{\Sigma_r} = \bigoplus_{(J_1, \ldots, J_r)} H_*(M(r)) \otimes N(J_1) \otimes \cdots \otimes N(J_r).
\]

Suppose given morphisms of \( \text{dg-} \Sigma_\ast \)-modules \( \phi : M \to M' \) and \( \psi : N \to N' \). The composite \( \phi \circ \psi : M \circ N \to M' \circ N' \) is a morphism of bicomplexes. Consequently, we obtain morphisms of spectral sequences \( I^*(\phi \circ \psi) : I^*(M \circ N) \to I^*(M' \circ N') \) and \( II^*(\phi \circ \psi) : II^*(M \circ N) \to II^*(M' \circ N') \). We have the following result:

**2.3.3. Lemma.** As above, we are given a morphism of \( \Sigma_\ast \)-modules \( \phi : M \to M' \) and a morphism of connected \( \Sigma_\ast \)-modules \( \psi : N \to N' \). We assume that the homology morphism \( \phi_* : H_*(M(r)) \to H_*(M'(r)) \) is an isomorphism for all \( r \in \mathbb{N} \) such that \( r < a \) and \( \psi_* : H_*(N(n)) \to H_*(N'(n)) \) is an isomorphism for all \( n \in \mathbb{N} \) such that \( n < b \).

Then, in the first spectral sequence, the morphism

\[
I^2(\phi \circ \psi) : I^2(M(r) \otimes N^{\otimes r}(n))_{\Sigma_r} \to I^2(M'(r) \otimes N^{\otimes r}(n))_{\Sigma_r}
\]
is an isomorphism for all pairs \((r, n)\) such that \(r < a\) and \(n < b\). In the case \(r > 1\), we have also an isomorphism for \(n = b\). Symmetrically, in the second spectral sequence, the morphism

\[ II^2(\phi \circ \psi) : II^2(M(r) \otimes N^\otimes_r(n))_{\Sigma_r} \to II^2(M'(r) \otimes N^\otimes_r(n))_{\Sigma_r} \]

is an isomorphism for all pairs \((r, n)\) such that \(r < a\) and \(n < b\). In the case \(r > 1\), we have also an isomorphism for \(n = b\).

**Proof.** We prove the assertion of the lemma about the first spectral sequence of composite \(\Sigma_n\)-modules. We deduce expansions of \(I^2(M' \circ N')\) and \(I^2(M \circ N)\) from the identity of paragraph 2.3.2. In the case \(r > 1\) and \(n \leq b\), the tensor product

\[ (M(r) \otimes N^\otimes_r(n))_{\Sigma_r} = \bigoplus_{(J_1, \ldots, J_r)} M(r) \otimes N(J_1) \otimes \cdots \otimes N(J_r) \]

involves modules \(N(J_i) \simeq N(n_i)\) such that \(0 < n_i < b\). In fact, since \(N(0) = 0\), we may assume \(n_i > 0\) and the relation \(n_1 + \cdots + n_r = n \leq b\) implies \(n_i < b\). In the case \(r = 1\), we have

\[ (M(1) \otimes N^\otimes_1(n))_{\Sigma_1} = M(1) \otimes N(n). \]

Similar observations hold for the tensor product \((M'(r) \otimes N'^\otimes_r(n))_{\Sigma_r}\).

If the morphisms \(\psi : N(n) \to N'(n)\), where \(n \leq b\), are quasi-isomorphisms of (projective) \(\mathbb{K}\)-modules, then the induced homology morphism

\[ H_*(N(J_1) \otimes \cdots \otimes N(J_r)) \to H_*(N'(J_1) \otimes \cdots \otimes N'(J_r)) \]

is an isomorphism (provided \(n_1, \ldots, n_r < b\)). If a morphism \(\phi : M(r) \to M'(r)\) is a quasi-isomorphism of (projective) \(\mathbb{K}\)-modules, then the tensor product of a graded \(\mathbb{K}\)-module with \(\phi : M(r) \to M'(r)\) gives also a homology isomorphism.

We deduce our claim from these observations. We have similar arguments for the second spectral sequence of composite \(\Sigma_n\)-modules.

### 2.4. The spectral sequence of a quasi-free module

In this section, we prove that a quasi-free right \(P\)-module is equipped with a natural filtration giving rise to a spectral sequence. Precisely, we obtain the following result:

**2.4.1. Proposition.** We let \(P\) be a connected dg-operad. We suppose given a quasi-free right \(P\)-module \(L = M \circ P\). We assume that \(M\) can be identified with the indecomposable quotient of \(L\). We consider a relative composition product \(L \circ P R\) where \(R\) is any connected left \(P\)-module. We have then \(L \circ P R = M \circ R\) (but the differential of \(L \circ P R\) differs from the canonical differential of the composite module \(M \circ R\)).

We have a spectral sequence of \(\Sigma_n\)-modules \(E^r_s(L \circ P R) \Rightarrow H_*(L \circ P R)\). To be precise, the component \(E^r_s(L \circ P R)\) of the \(\Sigma_n\)-modules \(E^0(L \circ P R)\) is generated by tensors \(x(y_1, \ldots, y_t) \in (M \circ R)(n)\) such that \(x \in M(r)\) where \(d + r = s\). Consequently, for fixed \(n \in \mathbb{N}\), the \(\Sigma_n\)-module \(E^r_s(L \circ P R)(n)\) lies in the quadrant \((s \geq 0, t \geq -n)\).

The differential \(d^0 : E^0(L \circ P R) \to E^0(L \circ P R)\) is induced by the differential of \(R\). The differential \(d^1 : E^1(L \circ P R) \to E^1(L \circ P R)\) is induced by the differential
In particular, if the ground ring $\mathbb{K}$ is a field, then we obtain $E^2(L \circ P R) = H_*(M) \circ H_*(R)$. We have a symmetrical result for quasi-free left $P$-modules. We obtain precisely:

2.4.2. The differential of a quasi-free right $P$-module. We are given a right module $L$ over a connected dg-operad $P$ as in proposition 2.4.1. We assume $L$ is quasi-free $L = M \circ P$ and is equipped with a differential $\delta_0 : M \circ P \to M \circ P$ as in the discussion of paragraph 2.4.1. We still assume that the composite

\[ M \circ P \xrightarrow{d_{\delta_0}} M \circ P \to M \]

vanishes, so that $M$ is identified with the indecomposable quotient $\tilde{L} = L \circ P I$. We make this assumption more explicit. We have

\[ (M \circ P)(n) = \bigoplus_{r=0}^{\infty} (M(r) \otimes P^{\circ r}(n))_{\Sigma_r}. \]

Furthermore, since $P$ is supposed to be connected, we obtain $(M(r) \otimes P^{\circ r}(n))_{\Sigma_r} = 0$ for $r > n$ and $(M(n) \otimes P^{\circ n}(n))_{\Sigma_n} \simeq M(n)$. The canonical projection $M \circ P \to \tilde{L}$…
$M$ is identified with the projection onto the summands $(M(n) \otimes P^\otimes n_\Sigma_n)_{\Sigma_n} \subset M \circ P(n)$.

Finally, the property above is equivalent to the relation
\[
d_\theta(M(n)) \subset \bigoplus_{r<n} (M(r) \otimes P^\otimes r_\Sigma_r).
\]
To be precise, if $d_\theta(x) \in \bigoplus_{r<m} (M(r) \otimes P^\otimes r_\Sigma_r)$ for all $x \in M(m)$, then the same property holds for composite elements $x(q_1, \ldots, q_m) \in (M(m) \otimes P^\otimes m_\Sigma_m)$, since we have the relation
\[
d_\theta(x(q_1, \ldots, q_m)) = d_\theta(x)(q_1, \ldots, q_m) \in \bigoplus_{r<m} (M(r) \otimes P^\otimes r_\Sigma_r)
\]
(see paragraph 2.1.11).

2.4.4. The filtration of a quasi-free right $P$-module. We equip a quasi-free module with a filtration $0 = F_{-1}(L) \subset F_0(L) \subset \cdots \subset F_s(L) \subset \cdots \subset L$. Explicitly, the module $F_s(L) \subset L$ consists of tensors $x(q_1, \ldots, q_r) \in M \circ P(n)$ such that $x \in M(r)_d$ together with $d + r \leq s$.

A homogeneous component $E^0_s(L) = F_s(L) / F_{s-1}(L)$ can be identified with a submodule of $M \circ P$. To be more precise, we have a natural splitting $M \circ P = \bigoplus_{t \geq 0} E^0_s(L)$ determined by the bigrading of a composite differential $\Sigma_s$-module introduced in paragraph 2.3.1. Explicitly, by definition of the filtration, an element $x(q_1, \ldots, q_r) \in (M \circ P(n))$, such that $x \otimes q_1 \otimes \cdots \otimes q_r \in M(r)_d \otimes P(n_1)_{e_1} \otimes \cdots \otimes P(n_r)_{e_r}$, belongs to the module $E^0_s(L(n))$, where $s = d + r$ and $t = e_1 + \cdots + e_r - r$. Hence, if we go back to the notation of paragraph 2.3.1, we obtain the formula
\[
E^0_s(L(n)) = \bigoplus_{t=0}^\infty F^0_{s-t+t}(M(r) \otimes P^\otimes r_\Sigma_r).
\]

We observe that the differential $\delta_\theta : M \circ P \rightarrow M \circ P$ preserves the filtration above. To be more precise, we split the canonical differential of $M \circ P$ into $\delta = \delta_M + \delta_P$ where $\delta_M : M \circ P \rightarrow M \circ P$ is induced by the differential of $M$ and $\delta_P : M \circ P \rightarrow M \circ P$ is induced by the differential of $P$. The differential $\delta_M$ (respectively, $\delta_P$) is identified with the horizontal (respectively, vertical) differential of paragraph 2.3.1. Consequently, we obtain $\delta_M(E^0_s(L(n))) \subset E^0_{s-1}(L(n))$ and $\delta_P(E^0_s(L(n))) \subset E^0_{s-1}(L(n))$.

We observe that the extra component of the differential $d_\theta : M \circ P \rightarrow M \circ P$ satisfies $d_\theta(F_s(L)) \subset F_{s-2}(L)$. More precisely, this property is verified if we assume $d_\theta(M(n)) \subset \bigoplus_{r<n} (M(r) \otimes P^\otimes r_\Sigma_r)$. In fact, in this situation, the expansion of $d_\theta(x) \in (M \circ P(n))$ such that $x \in M(n)_d$ involves elements $x'(q'_1, \ldots, q'_r) \in (M \circ P(n)_d$ such that $x' \in M(r)_d$ satisfies $r \leq n - 1$ and $r' \leq |x'(q'_1, \ldots, q'_r)| = d - 1$.

We deduce from all these observations that the filtration $F_s(L) \subset L$ gives rise to a spectral sequence $E^r(L) \Rightarrow H_s(L)$.

2.4.5. The filtration of a relative composition product. We observe that the module filtration layers of a quasi-free right $P$-module are quasi-free right $P$-modules. We have explicitly $F_s(L) = F_s(M) \circ P$, where the module $F_s(M) \subset M$ consists of elements $x \in M(r)_d$ such that $d + r \leq s$.

Suppose given a left $P$-module $R$. We equip the relative composition product $L \circ P R$ with the induced filtration
\[
0 = F_{-1}(L) \circ P R \subset F_0(L) \circ P R \subset \cdots \subset F_s(L) \circ P R \subset \cdots \subset L \circ P R.
\]
Since the module $F_s(L)$ is quasi-free, we obtain $F_s(L) \circ_R R = F_s(M) \circ_R R$.

As in paragraph 2.4.4 we split the canonical differential of $M \circ_R R$ into $\delta = \delta_M + \delta_R$ where $\delta_M : M \circ_R R \to M \circ_R R$ is induced by the differential of $M$ and $\delta_R : M \circ_R R \to M \circ_R R$ is induced by the differential of $R$. The differential of a composite element $x(y_1, \ldots, y_r) \in (M \circ_R R)_d$ is $L_{\Sigma} \phi \rho$ indecomposable quotient of $L$ and gives rise to a morphism $\delta_M : (M \circ_R R)_d \to (M \circ_R R)_d$.

We assume that the dg-$\Sigma$-module $M$ is given by the projection onto the summand $(M \circ_R R)_d$. Consequently, the expan-

2.4.6.Lemma. We are given a morphism of connected dg-operads $\psi : P \to P'$. We assume $L$ (respectively, $L'$) is a quasi-free module over $P$ (respectively, $P'$) as in proposition 2.4.4. We have precisely $L = M \circ P$ (respectively, $L' = M' \circ P'$).

We consider the induced morphism of dg-$\Sigma$-modules $\phi : L \to L'$, where $L \simeq L'$ is a quasi-free module over $P$ (respectively, $P'$).

We consider the induced morphism of dg-$\Sigma$-modules $\phi : L \to L'$, where $L \simeq L'$ is a quasi-free module over $P$ (respectively, $P'$). The morphism $E^0(\phi) : E^0(L) \to E^0(L')$ is identified with the composite $\phi \circ \psi : L \circ P \to L' \circ P'$.

Proof. By definition of a $P$-module morphism, we have the formula

$$\phi(x(q_1, \ldots, q_r)) = \phi(x)(\psi(q_1), \ldots, \psi(q_r)),$$

for all $x(q_1, \ldots, q_r) \in (M \circ P)(n)$. Therefore, we prove the relation $\phi(x) \in F_{r+d}(M' \circ P')(r)$, for $x \in M(r)_d$, and the general case follows.

We have $(M' \circ P')(r) = \bigoplus_{s=0}^{r}(M'(s) \circ P'^{(s)}(r))_{\Sigma}$. Consequently, the expansion of $\phi(x) \in (M' \circ P')(r)$, where $x \in M(r)_d$, involves elements $x'(q_1, \ldots, q_d) \in (M' \circ P')(r)_d$ such that $x' \in M'(s)$ satisfies $s \leq r$ and $d' \leq |x'(q_1, \ldots, q_d)| = d$. Hence, we conclude $\phi(x) \in F_{r+d}(M' \circ P')(r)$.

We mention in paragraph 2.4.3 that the canonical projection $(M' \circ P')(n) \to M'(n)$ is given by the projection onto the summand $(M'(n) \circ P'^{(n)}(n))_{\Sigma}$ of $(M' \circ P')(n)$. In the expansion of $\phi(x) \in F_{n+d}(M' \circ P')(n)_d$ the elements $x'(q_1, \ldots, q_d) \in (M'(n') \circ P'^{(n')}(n))_{\Sigma}$ such that $n' < n$ lies in $F_{n-1+d}(M' \circ P')(n)_d$. Therefore, the projection of $\phi(x) \in F_{n+d}(M' \circ P')(n)_d$ onto $E^0_{n+d}(L)(n)$ is represented by the image of $x \in M(n)_d$ under the composite

$$M(n) \subset (M \circ P)(n) \xrightarrow{\phi} (M \circ P')(n) \to M'(n),$$

which we identify with the morphism $\phi : L \to L'$.

We deduce the theorems 2.1.14 and 2.1.15 from the following lemmas.
2.4.7. Lemma. We assume $L$ (respectively, $L'$) is a quasi-free right $P$-module as in proposition 2.4.4. We have precisely $L = M \circ P$ (respectively, $L' = M' \circ P$). We assume that the dg-$\Sigma_+$-module $M$ (respectively, $M'$) is identified with the indecomposable quotient of $L$ (respectively, $L'$).

We consider a relative composition product $\bar{\circ} P$, where $R$ is any connected left $P$-module. A morphism of right $P$-modules $\phi : L \to L'$ induces a morphism of spectral sequences $E^r(\phi \circ_P R) : E^r(L \circ_P R) \to E^r(L' \circ_P R)$.

We consider the induced morphism of dg-$\Sigma_+$-modules $\phi : \bar{L} \to \bar{L}'$, where $\bar{L} \simeq M$ (respectively, $\bar{L}' \simeq M'$) denotes the indecomposable quotient of $L$ (respectively, $L'$). The morphism $E^0(\phi \circ_P R) : E^0(L \circ_P R) \to E^0(L' \circ_P R)$ is identified with the composite $\bar{\phi} \circ R : L \circ R \to \bar{L}' \circ R$.

2.4.8. Lemma. We assume $L$ is a quasi-free right $P$-module as in proposition 2.4.4. We have precisely $L = M \circ P$. We assume that the dg-$\Sigma_+$-module $M$ is identified with the indecomposable quotient of $L$.

A morphism of left $P$-modules $\psi : R \to R'$ induces a morphism of spectral sequences $E^r(L \circ_P \psi) : E^r(L \circ_P R) \to E^r(L \circ_P R')$. The morphism $E^0(L \circ_P \psi) : E^0(L \circ_P R) \to E^0(L \circ_P R')$ is identified with $\bar{\phi} \circ R : L \circ R \to \bar{L}' \circ R$.

Proof. The proofs of lemmas 2.4.7 and 2.4.8 involve similar arguments. We give some indications in the case of lemma 2.4.7.

By lemma 2.4.6, we have $\phi(F_s(L)) \subset F_s(L')$. Consequently, the morphism $\phi \circ_P R : L \circ_P R \to \bar{L}' \circ_P R$ preserves the induced filtrations of the relative composition products. Therefore, we have a morphism of spectral sequences $E^r(\phi \circ_P R) : E^r(L \circ_P R) \to E^r(L \circ_P R')$. We omit the proof of the last assertion about the morphism $E^0(\phi \circ_P R) : E^0(L \circ_P R) \to E^0(L \circ_P R')$. We have a similar result in lemma 2.4.9 which follows from the same observations.

We omit to state the analogues of lemmas 2.4.6, 2.4.7 and 2.4.8 for left modules, because these assertions are exactly the same for left and right modules over an operad.

Proof of theorem 2.1.14. Suppose given a quasi-isomorphism of quasi-free right $P$-modules $\phi : L \xrightarrow{\sim} L'$ as in theorem 2.1.14. We consider the associated morphism of spectral sequences $E^r(\phi \circ_P R) : E^r(L \circ_P R) \to E^r(L' \circ_P R)$ supplied by lemma 2.4.7. By the comparison theorem 2.1.13, we also have a quasi-isomorphism $\phi : L \xrightarrow{\sim} L'$ on the indecomposable quotients. Therefore, by lemma 2.3.3, the morphism $E^0(\phi \circ_P R) : E^0(L \circ_P R) \to E^0(L' \circ_P R)$, which is identified with the composition product $\bar{\phi} \circ R : \bar{L} \circ R \xrightarrow{\sim} \bar{L}' \circ R$, gives rise to a homology isomorphism. Thus, we deduce from lemma 2.3.3 that the morphism $E^2(\phi \circ_P R) : E^2(L \circ_P R) \to E^2(L' \circ_P R)$ is an isomorphism. We conclude immediately that $\phi \circ_P R : L \circ_P R \to L' \circ_P R$ is a quasi-isomorphism.

The arguments are same in the symmetrical case of a composition product $L \circ_P \psi : L \circ_P R \to L \circ_P R'$, such that $\psi : R \xrightarrow{\sim} R'$ is a quasi-isomorphism of quasi-free left $P$-modules.

Proof of theorem 2.1.15. Suppose given a quasi-free right $P$-module $L$ and a quasi-isomorphism of connected left $P$-modules $\psi : R \xrightarrow{\sim} R'$ as in theorem 2.1.15. We consider the associated morphism of spectral sequences $E^r(L \circ_P \psi) : E^r(L \circ_P R) \to E^r(L \circ_P R')$ supplied by lemma 2.4.8. By lemma 2.3.3, the morphism $E^0(L \circ_P \psi) : E^0(L \circ_P R) \to E^0(L \circ_P R')$, which is identified with the composition product $\bar{L} \circ \psi : \bar{L} \circ R \xrightarrow{\sim} \bar{L} \circ R'$, gives rise to a homology isomorphism.
Thus, we deduce that $E^2(L \circ_P \psi) : E^2(L \circ_P R) \to E^2(L \circ_P R')$ is an isomorphism and we conclude that $L \circ_P \psi : L \circ_P R \to L \circ_P R'$ is a quasi-isomorphism.

The arguments are similar in the symmetrical case of a composition product $\phi \circ_P R : L \circ_P R \to L' \circ_P R$, where $R$ is a quasi-free left $P$-module.

### 2.5. Proof of the comparison theorem

The purpose of this section is to give the proof of the comparison theorem \ref{2.1.13} We remind the reader that we are given an operad morphism $\psi : P \to P'$ and a morphism of quasi-free modules $\phi : L \to L'$. We assume more precisely that $L$ is a quasi-free right $P$-module, so that $L = \tilde{L} \circ P$, and $L'$ is a quasi-free right $P'$-module, so that $L = \tilde{L} \circ P$. We identify $\tilde{L}$, respectively $\tilde{L}'$, with the indecomposable quotient of $L$, respectively $L'$. We have an induced morphism of dg-$\Sigma_\ast$-modules $\tilde{\phi} : \tilde{L} \to \tilde{L}'$.

We consider the morphism of spectral sequences $E^r(\phi) : E^r(L) \to E^r(L')$ given by lemma \ref{2.4.6} As mentioned in the summary, we deduce theorem \ref{2.1.13} from a generalization of classical comparison results (cf. loc. cit.).

#### 2.5.1. Proof of assertion (a).

We assume $\psi : P \to P'$ and $\tilde{\phi} : \tilde{L} \to \tilde{L}'$ are quasi-isomorphisms. We prove that $\phi : L \to L'$ is also a quasi-isomorphism.

In this case, we deduce from lemma \ref{2.3.3} that $E^2(\phi) : E^2(L) \to E^2(L')$ is an isomorphism. The conclusion follows.

#### 2.5.2. Proof of assertion (b).

We assume $\psi : P \to P'$ and $\phi : L \to L'$ are quasi-isomorphisms. We prove that $\phi : \tilde{L} \to \tilde{L}'$ is also a quasi-isomorphism.

By proposition \ref{2.4.1} (and because $I^2(\tilde{L} \circ P)$ lies in the first quadrant), we obtain $E^2_{st}(L(n)) = \bigoplus_{-t \leq r \leq s} I^2_{s-r+t+r}(\tilde{L}(r) \otimes P^p_r(n))_{\Sigma_r}$. Since $P$ is connected, we have $(\tilde{L}(n) \otimes P^p(n))_{\Sigma_r} = \tilde{L}(n)$ and $(\tilde{L}(r) \otimes P^p_r(n))_{\Sigma_r} = 0$ for $r > n$. Consequently, in the expansion of $E^2_{st}(L(n))$, we assume $r \leq n$. Furthermore, we have

$$I^2_{-n-t+n}(\tilde{L}(n) \otimes P^p(n))_{\Sigma_r} = \begin{cases} H_{s-n}(\tilde{L}(n)) & \text{if } t = -n, \\ 0, & \text{otherwise.} \end{cases}$$

We have similar results for the module $E^2_{st}(L'(n))$.

The following assertions are immediate consequences of these observations.

#### 2.5.3. Fact.

We have $E^2_{st}(L(n)) = E^2_{st}(L'(n)) = 0$ for all bidegrees $(s,t)$ such that $t < -n$. For $t = -n$, we obtain $E^2_{s-n}(L(n)) = H_{s-n}(\tilde{L}(n))$ and $E^2_{s-n}(L'(n)) = H_{s-n}(\tilde{L}'(n))$.

We prove by induction that the morphism $\tilde{\phi} : \tilde{L} \to \tilde{L}'$ induces an isomorphism $\tilde{\phi}_s : H_s(\tilde{L}(r)) \to H_s(\tilde{L}'(r))$ for all $r \in \mathbb{N}$. Precisely, we assume that $\tilde{\phi}_s : H_s(\tilde{L}(r)) \to H_s(\tilde{L}'(r))$ is an isomorphism in all degrees for $r < n$ and in degree $s < d$ for $r = n$. We prove that $\tilde{\phi}_s : H_s(\tilde{L}(n)) \to H_s(\tilde{L}'(n))$ is also an isomorphism in degree $s = d$.

#### 2.5.4. Fact.

Under the induction assumption, the morphism

$$E^2(\phi) : E^2_{st}(L(n)) \to E^2_{st}(L'(n))$$

is an isomorphism for all bidegrees $(s,t)$ such that $s < d + n$.

Proof. If $r < n$, then, by lemma \ref{2.3.3} the induction assumption implies that the morphism

$$I^2(\tilde{\phi} \circ \psi) : I^2_{s-r+t+r}(\tilde{L}(r) \otimes P^p(n))_{\Sigma_r} \to I^2_{s-r+t+r}(\tilde{L}'(r) \otimes P^p_r(n))_{\Sigma_r}$$
is an isomorphism for all \((s - r, t + r)\). If \(r = n\), then we obtain an isomorphism for all bidegrees \((s - n, t + n)\) such that \(s < d + n\), because the components \(I_{s-n, t+n}^2\) are identified with homology modules of \(L(n)\) and \(L'(n)\). We conclude that \(E^2(\phi) : E^2_{st}(L(n)) \rightarrow E^2_{st}(L'(n))\) is an isomorphism for all \((s, t)\) such that \(s < d + n\).

2.5.5. Fact. The morphism \(E^2(\phi) : E^2_{st}(L(n)) \rightarrow E^2_{st}(L'(n))\) is also an isomorphism in bidegree \((s, t)\) = \((d + n, -n)\).

Proof. We borrow a classical argument. We consider the mapping cylinder of \(\phi : L(n) \rightarrow L'(n)\) and the associated spectral sequence \(E^r(C_\phi) \Rightarrow H_* (C_\phi)\). We have a long exact sequence

\[
\cdots \rightarrow E^2_{st}(L(n)) \rightarrow E^2_{st}(L'(n)) \rightarrow E^2_{st}(C_\phi) \rightarrow E^2_{s-1t}(L(n)) \rightarrow \cdots
\]

because \((E^1(C_\phi), d^1)\) is identified with the mapping cylinder of the morphism \(E^1(\phi) : L^1(L(n)) \rightarrow E^1(L'(n))\).

Since \(E^2_{st}(L(n)) = E^2_{st}(L'(n)) = 0\) for \(t < -n\), we have \(E^2_{st}(C_\phi) = 0\) for \(t < -n\). In addition, the previous assertion implies that the modules \(E^2_{st}(C_\phi)\) are zero for \(s < d + n\). Consequently, we have \(E^2_{d+n-n}(C_\phi) = E^\infty_{d+n-n}(C_\phi)\). This module is zero since \(\phi : L(n) \rightarrow L'(n)\) is supposed to be a quasi-isomorphism.

The conclusion follows.

We conclude from the assertion above that the morphism \(\psi_\ast : H_\ast (\tilde{L}(n)) \rightarrow H_\ast (\tilde{L}'(n))\) is an isomorphism in degree \(* = d\). Hence, this result achieves the induction process and the proof of assertion (b) of the theorem.

2.5.6. Proof of assertion (c). We assume \(\phi : L \rightarrow L'\) and \(\tilde{\phi} : \tilde{L} \rightarrow \tilde{L}'\) are quasi-isomorphisms. We prove that \(\psi : P \rightarrow P'\) is also an quasi-isomorphism provided \(\tilde{L}(0) = \tilde{L}'(0) = 0\) and \(\tilde{L}(1) = \tilde{L}'(1) = K\).

We have \(E^2_{st}(L(n)) = \bigoplus_{-t \leq r \leq s} I^2_{s-r, t+r}(\tilde{L}(r) \otimes P^{\otimes r}(n))_{\Sigma_r}\). We assume \(\tilde{L}(0) = 0\) and \(\tilde{L}(1) = K\). Consequently, in the expansion above, we may assume \(r \geq 1\). Moreover, for \(r = 1\), we obtain

\[
I^2_{s-1, t+1} = \begin{cases} 
H_t(P(n)), & \text{if } s = 1, \\
0, & \text{otherwise.}
\end{cases}
\]

We have similar results for the module \(E^2_{st}(L'(n))\).

The following assertions are immediate consequences of these observations.

2.5.7. Fact. We have \(E^2_{st}(L(n)) = E^2_{st}(L'(n)) = 0\) for all bidegrees \((s, t)\) such that \(s < 1\). For \(s = 1\), we obtain \(E^2_{1t}(L(n)) = H_t(P(n))\) and \(E^2_{1t}(L'(n)) = H_t(P'(n))\).

We prove by induction that \(\psi : P \rightarrow P'\) induces a homology isomorphism \(\psi_\ast : H_\ast (P(n)) \rightarrow H_\ast (P'(n))\) for all \(n \in \mathbb{N}\). Precisely, we assume that \(\psi_\ast : H_\ast (P(m)) \rightarrow H_\ast (P'(m))\) is an isomorphism in all degrees for \(m < n\) and in degree \(* < d\) for \(m = n\). We prove that \(\psi_\ast : H_\ast (P(n)) \rightarrow H_\ast (P'(n))\) is also an isomorphism in degree \(* = d\).

2.5.8. Fact. Under the induction assumption, the morphism

\[
E^2(\phi) : E^2_{st}(L(n)) \rightarrow E^2_{st}(L'(n))
\]

is an isomorphism for all bidegrees \((s, t)\) such that \(t < d\).
Proof. If $r > 1$, then, by lemma 2.3.3 the induction assumption implies that the morphism
\[ I^2_*(\phi \circ \psi) : I^2_{s-r+t+r} (\tilde{L}(r) \otimes P^\otimes r(n)) \Sigma_r \to I^2_{s-r+t+r} (\tilde{L}'(r) \otimes P' \otimes r(n)) \Sigma_r \]
is an isomorphism for all $(s-r, t+r)$. If $r = 1$, then we obtain an isomorphism for all bidegrees $(s-1, t+1)$ such that $t < d$, because the components $I^2_{s-1+t+1}$ are identified with homology modules of $\tilde{L}(n)$ and $\tilde{L}'(n)$. We conclude that $E^2(\phi) : E^2_{st}(L(n)) \to E^2_{st}(L'(n))$ is an isomorphism for $t < d$.

As in the proof of assertion (b), the next property follows from a straightforward inspection of the spectral sequence.

2.5.9. Fact. The morphism $E^2(\phi) : E^2_{st}(L(n)) \to E^2_{st}(L'(n))$ is also an isomorphism in bidegree $(s,t) = (1,d)$.

We conclude from this assertion that $\psi_* : H_*(P(n)) \to H_*(P'(n))$ is an isomorphism in degree $* = d$. Hence, the result above achieves the induction process and the proof of assertion (c) of the theorem.

Part 3. The reduced bar construction

We recall the definition of the reduced bar construction, which is introduced by E. Getzler and J. Jones in [30] and by V. Ginzburg and M. Kapranov in [31]. The general bar construction (defined in chapter 4) is a complex of $\Sigma_*$-modules $B(L,P,R)$ associated to a dg-operad $P$ with coefficients in a right $P$-module $L$ and a left $P$-module $R$. The reduced bar construction is the bar construction with trivial coefficients $\tilde{B}(P) = B(I,P,I)$. We adopt the conventions of E. Getzler and J. Jones [30]. Consequently, the bar construction $\tilde{B}(P)$ is the dual module of the quasi-free operad denoted by $C(P)$ in [31] V. Ginzburg and M. Kapranov.

3.1. Summary: quasi-free operads and reduced bar constructions

3.1.1. The free operad in the dg-context. We recall the structure of the free operad $F(M)$ in the context of a dg-$\Sigma_*$-module $M$. We make explicit a realization of $F(M)$ in section 3.4. In the dg-context, the free operad $F(M)$ forms a dg-operad. Equivalently, we have a canonical differential $\delta : F(M) \to F(M)$ induced by the internal differential of $M$. The natural splitting $F(M) = \bigoplus_{r=0}^{\infty} F_{(r)}(M)$ introduced in paragraph 1.1.9 is preserved by the differential. We have explicitly $\delta(F_{(r)}(M)) \subset F_{(r)}(M)$, for all $r \in \mathbb{N}$.

Let us recall that $F_{(0)}(M) = I$. The inclusion $I = F_{(0)}(M) \subset F(M)$ gives the unit of the free operad. The projection $F(M) \to F_{(0)}(M) = I$ defines an augmentation morphism $F(M) \to I$. Accordingly, the free operad has an augmentation ideal $\hat{F}(M) \subset F(M)$ defined by $\hat{F}(M) = \bigoplus_{r=1}^{\infty} F_{(r)}(M)$.

We have in addition $F_{(1)}(M) = M$. The inclusion $M = F_{(1)}(M) \subset F(M)$ defines the universal morphism $M \to F(M)$. The projection $F(M) \to F_{(1)}(M) = M$ allows to identify the dg-module $M$ with the indecomposable quotient of $\hat{F}(M)$. Let us observe that the indecomposable quotient of a dg-operad forms a dg-$\Sigma_*$-module. The projection $F(M) \to F_{(1)}(M) = M$ is a morphism of chain complexes. Therefore, the differential of indecomposable elements induced by the quotient morphism agrees with the internal differential of $M$.

We observe that the free operad functor has nice homological properties like the composition product of $\Sigma_*$-modules. For instance, if the ground ring $K$ is a field, then we obtain the following result:
3.1.2. Proposition. We assume that $M$ is a connected dg-$\Sigma_*$-module defined over a field $\mathbb{K}$ (possibly of positive characteristic). We have an isomorphism of graded operads $F(H_*(M)) \simeq H_*(F(M))$, which extends the natural morphism of graded $\Sigma_*$-modules $H_*(M) \to H_*(F(M))$ induced by the inclusion morphism $M \to F(M)$.

We deduce this statement from the expansion of the free operad. We refer to paragraph 3.6.1 for more details and for the verification of this claim.

3.1.3. The cofree cooperad. There is also a cofree cooperad, denoted by $F^c(M)$, which satisfies a classical universal property dual to that of a free operad. In fact, because of our definition of a cooperad (cf. paragraph 1.2.17), the functors $F(M)$ and $F^c(M)$ have the same expansion and are isomorphic as $\Sigma_*$-modules. In particular, we have a natural splitting $F^c(M) = \bigoplus_{r=0}^{\infty} F^r_c(M)$ such that $F^r_c(0) = I$ and $F^r_c(M) = M$. The projection $F^c(M) \to F^r_c(0) = I$ gives the counit of $F^c(M)$. The inclusion $I = F^r_c(0) \to F^c(M)$ gives a coaugmentation morphism. Accordingly, the cofree cooperad has a coaugmentation coideal $\hat{F}^c(M)$ defined by $\hat{F}^c(M) = \bigoplus_{r=1}^{\infty} F^r_c(M).

We recall that the dual $\Sigma_*$-module $D^\vee$ of a cooperad $D$ is equipped with the structure of an operad (cf. proposition 1.2.18). In the case of a cofree cooperad $D = F^c(M)$, we obtain the following straightforward result:

3.1.4. Proposition. Suppose given a $\Sigma_*$-module $M$ such that the sequence $M(r)$ consists of finitely generated (projective) $\mathbb{K}$-modules. We assume in addition $M(0) = M(1) = 0$. In this situation, the components of the cofree cooperad $F^c(M)(r)$ are finitely generated (projective) $\mathbb{K}$-modules (and so are the components of the free operad $F(M)(r)$). Furthermore, we have an operad isomorphism $F(M^\vee) \simeq F^c(M)^\vee$ which extends the natural morphism of $\Sigma_*$-modules $M^\vee \to F^c(M)^\vee$ dual to the canonical projection $F^c(M) \to M$.

We deduce a natural isomorphism $F(r)(M^\vee) \simeq F^r_c(M)^\vee$ from the expansion of the free operad (details are given in paragraph 3.6.1). One checks readily that this isomorphism is compatible with operad structures (we omit this verification) so that $F^c(M)^\vee$ can be identified with the free operad $F(M^\vee)$ as claimed by proposition 3.1.4.

3.1.5. Operad derivations. An operad derivation is a homogeneous morphism $d : P \to P$ that satisfies the identity
\[
d(p(q_1, \ldots, q_r)) = d(p)(q_1, \ldots, q_r) + \sum_{i=1}^r \pm p(q_1, \ldots, d(q_i), \ldots, q_r) .
\]

We have a dual notion for cooperads.

As an example, the differential of a dg-operad $\delta : P \to P$ is a homogeneous derivation of degree $-1$ such that $\delta^2 = 0$. We observe that a morphism $\delta + d : P \to P$, where $d : P \to P$ is a homogeneous derivation of degree $-1$, is still a derivation of $P$. Accordingly, the morphism $\delta + d : P \to P$ defines a differential (not equivalent to the original one) provided we have $(\delta + d)^2 = 0$ (or, equivalently, $\delta \delta + d \delta + d^2 = 0$).

We consider such differentials $\delta + d : P \to P$ in the case of a free operad $P = F(M)$. In this situation, we have the following result:

3.1.6. Lemma. Let $P = F(M)$ be a free dg-operad. For a given homogeneous morphism $\theta : M \to F(M)$, there is one and only one homogeneous
derivation $d_{\theta} : F(M) \to F(M)$ whose restriction to $M \subset F(M)$ agrees with $\theta : M \to F(M)$. Furthermore, if $\theta(M) \subset F(r)(M)$, then we have $d_{\theta}(F(s)(M)) \subset F_{(r+s-1)}(M)$, for all $s > 0$.

Dually, let $D = F^c(M)$ be a cofree dg-cooperad. For a given homogeneous morphism $\theta : F^c(M) \to M$, there is one and only one homogeneous coderivation $d_{\theta} : F^c(M) \to F^c(M)$ whose projection onto $M \subset F(M)$ agrees with $\theta : F^c(M) \to M$. Furthermore, if the morphism $\theta : F^c(M) \to M$ vanishes over components $F^c_s(M) \subset F^c(M)$, such that $s \neq r$, then we have $d_{\theta}(F^c_{(s+r-1)}(M)) \subset F^c_{(s)}(M)$, for all $s > 0$.

We make explicit the derivation $d_{\theta} : F(M) \to F(M)$ determined by a homogeneous morphism $\theta : M \to F(M)$ in paragraph 3.4.7 and the coderivation $d_{\theta} : F^c(M) \to F^c(M)$ in paragraph 3.4.8. The proof of lemma 3.1.6 reduces then straightforward verifications (which are omitted).

3.1.7. Quasi-free operads. A quasi-free operad is a dg-operad $P$ such that $P = F(M)$, but whose differential, denoted by $\delta_{\theta} : F(M) \to F(M)$, differs from the canonical differential of a free operad. We have then $\delta_{\theta} = \delta + d_{\theta}$, where $d_{\theta} : F(M) \to F(M)$ is a derivation.

By lemma 3.1.6, this derivation is determined by a homogeneous morphism $\theta : M \to F(M)$. In particular, we observe that the inclusion morphism $M \to F(M)$ is a morphism of dg-modules provided $\theta : M \to F(M)$ is non zero. But, the projection morphism $F(M) \to M$ is a morphism of dg-modules provided we have the relation
\[
d_{\theta}(F(M)) \subset \bigoplus_{r \geq 2} F(r)(M).
\]
In this situation, the indecomposable quotient of the quasi-free operad $P = F(M)$ is isomorphic to the dg-$\Sigma_*$-module $M$. By lemma 3.1.6, the property above holds if and only if we have $\theta(M) \subset \bigoplus_{r \geq 2} F(r)(M)$.

3.1.8. Quasi-cofree cooperads. Dually, a quasi-cofree cooperad is a dg-cooperad $D$ such that $D = F^c(M)$, but whose differential, denoted by $\delta_{\theta} : F^c(M) \to F^c(M)$, differs from the canonical differential of a cofree cooperad. We have then $\delta_{\theta} = \delta + d_{\theta}$, where $d_{\theta} : F^c(M) \to F^c(M)$ is a coderivation.

By lemma 3.1.6, this coderivation is determined by a homogeneous morphism $\theta : F^c(M) \to M$. Consequently, the projection morphism $F^c(M) \to M$ is not a morphism of dg-modules as long as $\theta : F^c(M) \to M$ is non zero. But, the inclusion morphism $M \to F^c(M)$ is a morphism of dg-modules provided $\theta : F^c(M) \to M$ vanishes over $F^c_{(r)}(M) \subset F^c(M)$.

3.1.9. The reduced bar construction. We assume that $P$ is a connected dg-operad. We consider the augmentation ideal of $P$, defined by $\bar{P}(r) = 0$ for $r = 0, 1$ and $\bar{P}(r) = P(r)$ for $r \geq 2$ (see paragraph 1.1.6). The reduced bar construction of $P$ is a quasi-cofree cooperad $\bar{B}(P) = F^c(M)$, such that $M = \Sigma \bar{P}$. We recall that the suspension of $\bar{P}(r)$ is the dg-module such that $\Sigma \bar{P}(r) = \bar{P}(r+1)$ (see paragraph 3.5.1). In particular, if $P$ is a non-graded operad, then $\Sigma \bar{P}(r)$ has the module $\bar{P}(r)$ in degree $r = 1$ and vanishes in degree $r \neq 1$.

The reduced bar construction is equipped with the canonical differential of the cofree cooperad $\delta : F^c(\Sigma \bar{P}) \to F^c(\Sigma \bar{P})$, which is induced by the internal differential of $P$, and with the bar differential $\beta : F^c(\Sigma \bar{P}) \to F^c(\Sigma \bar{P})$, which is determined by the operad composition product of $P$. To be precise, we observe
that the partial composition products of an operad are equivalent to a homogeneous morphism $\theta : F_{(2)}(\Sigma \hat{P}) \to \Sigma \hat{P}$ of degree $-1$. The bar differential is the coderivation $\beta = d_\theta$ determined by this morphism. One proves that the bar differential verifies the identities $\beta^2 = 0$ and $\delta \beta + \beta \delta = 0$. We give the details of this construction in section 3.3.

We observe more precisely that the reduced bar construction defines a complex of dg-modules

$$\cdots \to \hat{B}_s(P) \xrightarrow{\beta} \hat{B}_{s-1}(P) \xrightarrow{\beta} \cdots \to \hat{B}_0(P).$$

Explicitly, we consider the grading $\hat{B}(P) = \bigoplus_{s=0}^{\infty} \hat{B}_s(P)$ such that $\hat{B}_s(P) = F_{(s)}^c(\Sigma \hat{P})$. We recall that the internal differential verifies the relation

$$\delta(F_{(s)}^c(\Sigma \hat{P})) \subset F_{(s)}^c(\Sigma \hat{P}).$$

By lemma 3.1.6 we have in addition

$$\beta(F_{(s)}^c(\Sigma \hat{P})) \subset F_{(s-1)}^c(\Sigma \hat{P}).$$

The conclusion follows.

3.1.10. The reduced cobar construction. Dually, we assume that $D$ is a connected dg-cooperad. The reduced cobar construction of $D$ is a quasi-free operad $\hat{B}^c(D) = F(M)$, where $M = \Sigma^{-1} \hat{D}$ is the desuspension of the coaugmentation coideal of $D$.

The reduced cobar construction is equipped with the canonical differential of the cofree cooperad $\delta : F(\Sigma^{-1} \hat{D}) \to F(\Sigma^{-1} \hat{D})$, which is induced by the internal differential of $D$, and with the cobar differential $\beta : F(\Sigma^{-1} \hat{D}) \to F(\Sigma^{-1} \hat{D})$, which is determined by the cooperad coproduct of $D$. We have $\beta^2 = 0$ and $\delta \beta + \beta \delta = 0$.

The reduced cobar construction defines a (negatively graded) complex of dg-modules

$$\hat{B}^c(D) \xrightarrow{\beta} \cdots \xrightarrow{\beta} \hat{B}^c(D) \xrightarrow{\beta} \hat{B}^c(D) \xrightarrow{\beta} \cdots ,$$

where $\hat{B}^c(D) = F_{(\Sigma^{-1} \hat{C})}$, since we have the relations

$$\delta(F_{(\Sigma^{-1} \hat{D})}) \subset F_{(\Sigma^{-1} \hat{D})}$$

and

$$\beta(F_{(\Sigma^{-1} \hat{D})}) \subset F_{(\Sigma^{-1} \hat{D})}.$$
3.1.12. Proposition (cf. V. Ginzburg and M. Kapranov, [31]). Suppose given a connected dg-operad \( P \). We consider the operad morphism
\[
F(\Sigma^{-1} \tilde{F}'(\Sigma \tilde{P})) \to P
\]
induced by the canonical projection
\[
\Sigma^{-1} F'(\Sigma \tilde{P}) \to \Sigma^{-1} F'_{(1)}(\Sigma \tilde{P})
\]
(recall that \( \Sigma^{-1} F'_{(1)}(\Sigma \tilde{P}) \simeq \tilde{P} \subset P \)). This morphism defines a quasi-isomorphism of dg-operads
\[
\tilde{B}'(\tilde{B}(P)) \tilde{\to} P.
\]

In [31], V. Ginzburg and M. Kapranov prove by a direct verification that the cobar-bar construction \( \tilde{B}'(\tilde{B}(P)) \) forms an acyclic chain complex. In section 4.8, we prove this assertion by an indirect argument. Namely, we would like to point out that proposition 3.1.12 is a corollary of our comparison theorem 2.1.13.

3.2. Digression: the model category of operads

We prove the following comparison theorem in section 3.6.

3.2.1. Theorem. We are given a morphism of dg-operads \( \phi : P \to P' \). We assume that \( P' \) (respectively, \( P' = F(M') \)) such that \( M(0) = M(1) = 0 \) (respectively, \( M'(0) = M'(1) = 0 \)). We assume that the morphism \( \phi : P \to P' \) preserves augmentation ideals of free operads (explicitly, \( \phi(\tilde{F}(M)) \subset \tilde{F}(M') \)). Furthermore, we identify the \( \Sigma_* \)-module \( M \) (respectively, \( M' \)) with the indecomposable quotient of \( P \) (respectively, \( P' \)). Hence, in this situation, the \( \Sigma_* \)-modules \( M \) and \( M' \) are equipped with a natural differential and we have an induced morphism of dg-\( \Sigma_* \)-modules \( \tilde{\phi} : M \to M' \).

The morphism of dg-operad \( \phi : P \to P' \) is a quasi-isomorphism if and only if the associated morphism of dg-\( \Sigma_* \)-modules \( \tilde{\phi} : M \to M' \) is so.

The aim of this section is to interpret theorem 3.2.1 within the language of model categories. As for modules over an operad, we would like to point out that this result is stronger than the assertion which one expects from classical model structures. We quote the following theorem, which is similar to a classical result about the category of differential graded commutative algebras in characteristic 0 (cf. D. Quillen [62, 70, 69]).

3.2.2. Theorem (cf. C. Berger and I. Moerdijk [13], V. Hinich, [39]). The dg-operads \( P \) which have \( P(0) = 0 \) forms a model category. A weak-equivalence is a quasi-isomorphism of dg-operads. A fibration is a morphism of dg-operads which is surjective in degree \( * > 0 \). A cofibration is a morphism of dg-operads which has the left lifting property with respect to fibrations.

3.2.3. Remark. In positive characteristic, we have to restrict ourself to dg-operads \( P \) such that \( P(0) = 0 \). In order to justify this remark, we consider a morphism \( P \to P \vee F(M) \), where \( P \vee F(M) \) is the coproduct of an operad \( P \) with a free operad \( F(M) \). Such a morphism has the left-lifting property with respect to fibrations provided \( M \) is an acyclic dg-\( \Sigma_* \)-module. We prove that the morphism \( P \to P \vee F(M) \) is not a weak-equivalence in general, as long as \( M(0) \neq 0 \).

To be precise, we assume \( M(0) = V \) and \( M(r) = 0 \) for \( r > 0 \). In this case, we have \( P \vee F(M) = P[V] \), where \( P[V] \) is the operad such that
\[
P[V] = \bigoplus_{r=0}^\infty (P(r + n) \otimes V^\otimes r)_{\Sigma_r}
\]
As an example, in the case of the commutative operad $P = C$, the module $C[V](n)$ is identified with the symmetric algebra $C[V](n) = S(V)$ and has a non-trivial homology. Our conclusion follows.

The identity operad $I$ is the initial object in the category of dg-operads. We recall that a dg-operad $P$ is a cofibrant object if the initial morphism $I \to P$ is a cofibration. We have the following result:

3.2.4. Lemma (cf. V. Hinich [39]). A cofibrant object in the category of dg-operads is a retract of a quasi-free operad $F = F(M)$ such that the sequence $M(r)$ consists of projective $\Sigma_r$-modules.

In positive characteristic, the representations of the symmetric groups are not all projective objects. Therefore, the quasi-free operads are not all cofibrant objects with respect to the classical model structure. On the other hand, there is a non-classical model structure which makes all quasi-free operads cofibrant objects. For that purpose, one can adapt the definition of paragraph 2.2.6.

3.2.5. Cofibrant and quasi-free resolutions of dg-operads. A cofibrant resolution of a dg-operad $P$ consists of a cofibrant operad $Q$ together with a surjective quasi-isomorphism $Q \sim \to P$. A quasi-free resolution of $P$ consists of a quasi-free operad $Q' = F(M')$ together with a surjective quasi-isomorphism $F(M') \sim \to P$. Any operad $P$ has a cofibrant resolution $Q \sim \to L$ such that $Q$ is a quasi-free operad. We have explicitly $Q = F(M)$, where the sequence $M(r)$ consists of projective $\Sigma_r$-modules. We would like to mention the following result:

3.2.6. Proposition. Suppose given a connected dg-operad $P$. We let $\overline{B}(P)$ denote the coaugmentation coideal of the bar construction of $P$.

If $Q = F(M)$ is a cofibrant quasi-free resolution of $P$ such that $M(0) = M(1) = 0$, then we have a quasi-isomorphism of dg-$\Sigma_r$-modules $M \sim \to \Sigma^{-1}\overline{B}(P)$. Conversely, if we are given a resolution of $\Sigma^{-1}\overline{B}(P)$ by projective $\Sigma_r$-modules, let $M \sim \to \Sigma^{-1}\overline{B}(P)$, then we have a cofibrant quasi-free resolution of $P$ such that $Q = F(M)$.

Proof. A cofibrant resolution $Q$ is connected to any quasi-free resolution by a quasi-isomorphism $Q \sim \to Q'$, because the left lifting property provides the following diagram with a fill in morphism

\[
\begin{array}{ccc}
Q' & \sim \to & P \\
\downarrow & \nearrow & \\
Q & \sim \to & P
\end{array}
\]

In this situation, theorem 3.2.1 asserts that the induced morphism $M \to M'$ is a quasi-isomorphism. In the case $Q' = \overline{B}(\overline{B}(P))$, we have $Q' = F(M')$, where $M' = \Sigma^{-1}\overline{B}(P)$. Therefore, we obtain a quasi-isomorphism $M \sim \to \Sigma^{-1}\overline{B}(P)$.

The second assertion of the lemma generalizes a known result which holds in characteristic 0 (cf. M. Kontsevich and Y. Soibelman [44]) and is related to homotopy invariance principles (cf. J. Boardman and R. Vogt [15]). We omit the proof of this assertion which is mentioned as a remark.

3.3. The language of trees

The formalism of trees allows to represent elements of the free operad. The purpose of this section is to fix conventions regarding to tree structures.
3.3.1. On the structure of a tree. An $n$-tree is an oriented abstract tree together with one outgoing edge (the root of the tree) and $n$ ingoing edges (the entries of the tree) indexed by the set $\{1, \ldots, n\}$.

Formally, an $n$-tree $\tau$ is specified by a set of vertices $V(\tau)$ and by a set of edges $E(\tau)$. An edge $e \in E(\tau)$ is oriented from a source $s(e) \in V(\tau) \cap \{0, 1, \ldots, n\}$ to a target $t(e) \in V(\tau) \cap \{0\}$. For any vertex $v \in V(\tau)$, we assume that there is one and only one edge $e \in E(\tau)$ such that $s(e) = v$. Similarly, for $i \in \{1, \ldots, n\}$, there is one and only one edge such that $s(e) = i$. This edge is the $i$th entry of the tree. There is also one and only one edge such that $t(e) = 0$. This edge is the root of the tree. The entries and the root are the external edges of $\tau$. The internal edges verify $s(e) \in V(\tau)$ and $t(e) \in V(\tau)$.

As long as we omit to fix the set of edges (which is not important for our purposes), the tree structure is equivalent to a partition $V(\tau) \cap \{0, 1, \ldots, n\} = \prod_{v \in V(\tau) \cap \{0\}} I_v$ indexed by the set $V(\tau) \cap \{0\}$. Explicitly, for $v \in V(\tau) \cap \{0\}$, we define $I_v = \{ s(e), \text{ where } e \in E(\tau) \text{ verifies } t(e) = v \}$, so that there is an edge going from $v'$ to $v$ if and only if $v' \in I_v$.

As an example, the tree of figure 3.1 has the vertex set $V(\tau) = \{v_1, v_2, v_3, v_4\}$ and the edge set $E(\tau) = \{e_1, \ldots, e_{10}\}$. Furthermore, we have

$$I_0 = \{v_1\}, \quad I_{e_1} = \{2, v_2, v_4\},$$

$$I_{e_2} = \{3, v_3\}, \quad I_{e_3} = \{1, 5\} \quad \text{and} \quad I_{e_4} = \{4, 6\}.$$ 

For instance, the edge $e_4$ starts from $s(e_4) = 3$ and targets to $t(e_4) = v_2$. Hence, we have $3 \in I_{e_4}$.

In the next figures, we may omit the notation of edges and vertices.

3.3.2. Tree isomorphisms. An isomorphism of $n$-trees $f : \tau \to \tau'$ consists of bijections

$$f_V : V(\tau) \to V(\tau') \quad \text{and} \quad f_E : E(\tau) \to E(\tau')$$

which preserve the tree structure (the source and the target of each edge). In that situation, we extend $f_V : V(\tau) \to V(\tau')$ to a bijection $f_V : V(\tau) \cap \{0, 1, \ldots, n\} \to V(\tau') \cap \{0, 1, \ldots, n\}$.
\(V(\tau') \amalg \{0, 1, \ldots, n\}\) such that \(f_V(i) = i\) for \(i \in \{0, 1, \ldots, n\}\). We have the relation 
\[I_{f_V(v)} = f_V(I_v),\] for all \(v \in V(\tau) \amalg \{0\}\).

### 3.3.3. Indexing

We can assume that the entries of an \(n\)-tree are indexed by a fixed set \(I = \{i_1, \ldots, i_n\}\) with \(n\) elements. We obtain the category of \(I\)-trees. In this context, the tree structure is equivalent to a partition

\[V(\tau) \amalg I = \bigamalg_{v \in V(\tau) \amalg \{0\}} I_v.\]

We observe that a bijection \(u : I \to I'\) induces a functor from the category of \(I\)-trees to the category of \(I'\)-trees. The tree \(\tau'^{\prime} = u_*(\tau)\) associated to \(\tau\) has the same set of vertices and the same set of edges as \(\tau\). We just index the entries. Precisely, if \(e\) is an entry of \(\tau\), then the source of \(e\) in \(\tau'^{\prime}\) is the element \(s'(e) = u(s(e)) \in I'\).

In the case \(I = \{1, \ldots, n\}\), we obtain that a permutation \(w \in \Sigma_n\) induces a functor from the category of \(n\)-trees to the category of \(n\)-trees. Hence, we conclude that the category of \(n\)-trees is equipped with an action of the symmetric group \(\Sigma_n\).

### 3.3.4. Subtrees

A subtree of \(\tau\) is a tree \(\sigma \subset \tau\) such that \(V(\sigma) \subset V(\tau)\) and \(E(\sigma) \subset E(\tau)\). To be precise, we assume that an edge \(e \in E(\tau)\) belongs to \(E(\sigma) \cup E(\tau)\) if and only if \(s(e) \in V(\sigma)\) or \(t(e) \in V(\sigma)\). The source (respectively, the target) of an edge in \(\sigma\) is given by the source (respectively, the target) of this edge in the tree \(\tau\). (Consequently, the structure of the subtree is determined by the vertex set \(V(\sigma) \subset V(\tau)\).)

By definition, the root of \(\sigma\) is an edge \(e \in E(\tau)\) that verifies \(s(e) \in V(\sigma)\) but \(t(e) \not\in V(\sigma)\). We assume that there is one and only one edge \(e \in E(\tau)\) which has this property. Similarly, an entry of \(\sigma\) is an edge \(e \in E(\tau)\) that verifies \(t(e) \in V(\sigma)\) but \(s(e) \not\in V(\sigma)\). The internal edges of \(\sigma\) verify \(s(e) \in V(\sigma)\) and \(t(e) \in V(\sigma)\).

The entries of \(\sigma\) are naturally indexed by a subset of \(V(\tau) \setminus V(\sigma) \amalg \{1, \ldots, n\}\) which we denote by \(I_\sigma\). To be precise, the index of an entry, which is associated to an edge \(e \in E(\tau)\), is given by the element \(s(e) \in V(\tau) \setminus V(\sigma) \amalg \{1, \ldots, n\}\).

As an example, the vertices \(V(\sigma) = \{v_1, v_2\}\) of the tree \(\tau\) of figure 3.1 generate a subtree of \(\tau\). We have \(E(\sigma) = \{e_1, e_2, e_3, e_4, e_5, e_6\}\) and the entries of \(\sigma\) are indexed by the set \(\{2, 3, v_3, v_4\}\).

### 3.3.5. Quotient trees

We obtain a quotient tree \(\tau/\sigma\) by collapsing a subtree \(\sigma \subset \tau\) to a vertex. We define explicitly \(V(\tau/\sigma) = V(\tau) \setminus V(\sigma) \amalg \{\sigma\}\). The elements of \(E(\tau/\sigma)\) are the edges \(e \in E(\tau)\) such that \(s(e) \not\in V(\sigma)\) or \(t(e) \not\in V(\sigma)\). (Thus, we remove the internal edges of the subtree \(\sigma \subset \tau\).) In the quotient tree \(\tau/\sigma\), the entries of \(\sigma\) targets to the collapsed vertex \(\sigma \in V(\tau/\sigma)\); the root of \(\sigma\) starts from the collapsed vertex \(\sigma \in V(\tau/\sigma)\); sources and targets of other edges \(e \in E(\tau) \setminus E(\sigma)\) are unchanged. In the example above, we obtain the tree of figure 3.2.

Observe that the entry set of the collapsed vertex \(I_\sigma \subset V(\tau/\sigma) \amalg \{1, \ldots, n\}\) is the same as the index set \(I_\sigma \subset V(\tau) \setminus V(\sigma) \amalg \{1, \ldots, n\}\) defined in paragraph 3.3.3.

### 3.3.6. Blowing up vertices

We have an operation inverse of the quotient process. Namely, by blowing up a vertex in \(\tau\), we obtain a tree \(\tau^{\prime}\) such that \(\tau = \tau^{\prime}/\sigma^{\prime}\).

Precisely, suppose given a vertex \(v \in V(\tau)\) and a tree \(\sigma^{\prime}\) whose entries are in bijection with the entries of \(v\). (Hence, we assume that \(\sigma^{\prime}\) is an \(I_v\)-tree.) In order
to obtain \( \tau' \), we replacing the vertex \( v \) in \( \tau \) by the tree \( \sigma' \). More formally, the set of vertices of \( \tau' \) is the sum \( V(\tau') = V(\tau) \setminus \{ v \} \amalg V(\sigma') \). The set of edges is the sum \( E(\tau') = E(\tau) \amalg E(\sigma') / \sim \) in which: the root of \( \sigma' \) is identified with the edge \( e \in E(\tau) \) such that \( s(e) = v \); the entry of \( \sigma' \) indexed by \( x \in I_v \) is identified with the edge \( e \in E(\tau) \) such that \( t(e) = v \) and \( s(e) = x \). We have clearly \( \tau' / \sigma' \simeq \tau \).

3.4. Trees and free operads

The purpose of this section is to give a precise account of the construction of the free operad. The idea of this construction, for which we refer to V. Ginzburg and M. Kapranov \[31\], goes back to J. Boardman and R. Vogt (see \[15\]).

3.4.1. The \( \Sigma \)-category of trees. We let \( T(n) \) denote the category of \( n \)-trees with isomorphisms as morphisms (see paragraphs 3.3.1 and 3.3.2). We have a weight splitting

\[
T(n) = \prod_{r=0}^{\infty} T(r)(n),
\]

where the category \( T(r)(n) \) is generated by trees which have \( r \) vertices.

We consider also the category \( T(I) = \prod_{r=0}^{\infty} T(r)(I) \) which consists of trees whose entries are indexed by a given set with \( n \) elements \( I \) (see paragraph 3.3.3). We have then \( T(n) = T(\{1, \ldots, n\}) \). A bijection \( u : I \to I' \) induces a functor \( u_* : T(I) \to T(I') \) (see paragraph 3.3.3). Furthermore, we have clearly \( u_*(T_{(r)}(I)) \subset T_{(r)}(I') \).

We conclude that the sequence \( T(n) \), \( n \in \mathbb{N} \), defines a (graded) \( \Sigma \)-object in the category of small categories.

3.4.2. The operad of trees. We equip the sequence of categories \( T(n) \), \( n \geq 0 \), with an operad structure. Explicitly, we define a partial composition product

\[
\circ_i : T_{(r)}(m) \times T_{(s)}(n) \to T_{(r+s)}(m+n-1).
\]

The composite tree \( \sigma \circ_i \tau \in T(m+n-1) \), where \( \sigma \in T_{(r)}(m) \) and \( \tau \in T_{(s)}(n) \), is obtained by gluing the root of \( \tau \) to the \( i \)th entry of \( \sigma \). More formally, the set of vertices of \( \sigma \circ_i \tau \) is the sum \( V(\sigma \circ_i \tau) = V(\sigma) \amalg V(\tau) \). The set of edges of \( \sigma \circ_i \tau \) is the sum \( E(\sigma \circ_i \tau) = E(\sigma) \amalg E(\tau) / \sim \) in which we identify the \( i \)th entry of \( \sigma \), let \( e \in E(\sigma) \), with the root of \( \tau \), let \( f \in E(\tau) \). In \( \sigma \circ_i \tau \), this edge starts from
s(f) ∈ V(τ) and targets to t(e) ∈ V(σ). We modify the indices of the entries of σ ∘ i τ according to the rule of paragraph 1.1.7. Precisely, the edges e ∈ E(σ) such that s(e) = k < i are indexed by the same element s(e) = k in the composite tree; the edges e ∈ E(τ) such that s(e) = k > i are indexed by s(e) = k + n − 1; the edges e ∈ E(τ) such that s(e) = k are indexed by s(e) = k + i − 1. The source of an edge e ∈ E(σ) (respectively, e ∈ E(τ)) is unchanged in σ ∘ i τ as long as e rises from a vertex v ∈ V(σ) (respectively, v ∈ V(τ)). Similarly, the target of an edge is unchanged as long as this edge targets to a vertex.

As an example, in figure 3.3, we display a partial composite σ ∘ 2 τ ∈ T(3)(4), where σ ∈ T(2)(3) and τ ∈ T(1)(2).

### 3.4.3. The treewise tensor module.

We are given a Σ∗-module M. A K-module τ(M) is associated to each I-tree τ ∈ T(I). An isomorphism of I-trees f : τ → τ ′ induces an isomorphism of K-modules f∗ : τ(M) → τ ′(M). A bijection u : I → I ′ induces an isomorphism of K-modules u∗ : τ(M) → τ ′(M), where τ ′ = u∗(τ).

We set precisely:

\[
\tau(M) = \bigotimes_{v \in V(\tau)} M(I_v).
\]

Equivalently, an element of τ(M) is a tensor \( \bigotimes_{v \in V(\tau)} x_v \), where \( x_v \in M(I_v) \). Concretely, we mark each vertex \( v \in V(\tau) \) with an element \( x_v \in M(I_v) \). Furthermore, by the very definition of M(I_v), we suppose given a bijection from the entries of \( x_v \in M(I_v) \) to the entries of \( v \in V(\tau) \). Consequently, an element of \( \tau(M) \) is represented by a labelled tree as in figure 3.4. In this example, we consider the tree τ introduced in figure 3.1. We have then

\[
\tau(M) = M(\{2, v_2, v_4\}) \otimes M(\{3, v_3\}) \otimes M(\{1, 5\}) \otimes M(\{4, 6\})
\]

and the display is the representation of a tensor \( x_1 \otimes x_2 \otimes x_3 \otimes x_4 \in \tau(M) \),

where \( x_1 \in M(\{2, v_2, v_4\}) \), \( x_2 \in M(\{3, v_3\}) \), \( x_3 \in M(\{1, 5\}) \) and \( x_4 \in M(\{4, 6\}) \).

According to the next definitions, this treewise tensor represents the composite element \((x_1 \circ_{v_4} x_4) \circ_{v_2} x_2) \circ_{v_3} x_3 \) in the free operad.
3.4.4. The expansion of the free operad. We consider the colimit

$$F(M)(n) = \operatorname{colim}_{\tau \in T(n)} \tau(M),$$

where elements $x' \in \tau'(M)$ and $x \in \tau(M)$ which correspond under an isomorphism of $n$-trees $f : \tau \to \tau'$ are identified. Explicitly, we have $x' \equiv x$ in $F(M)$ if $x' = f_* (x)$.

To be more general, a module $F(M)(I) = \operatorname{colim}_{\tau \in T(I)} \tau(M)$ is defined for each given set with $n$ elements $I$. A bijection $u : I \to I'$ determines an isomorphism $u_* : F(M)(I) \to F(M)(I')$, since we have a natural morphism $u_* : \tau(M) \to u_*(\tau)(M)$, for each tree $\tau \in T(I)$. In particular, a permutation $w \in \Sigma_n$ induces a morphism $w_* : F(M)(n) \to F(M)(n)$.

We conclude that the sequence $F(M)(n)$, $n \in \mathbb{N}$, forms a $\Sigma*$-module.

3.4.5. The weight components of the free operad. We have clearly a splitting $F(M)(n) = \bigoplus_{r=0}^{\infty} F_r(M)$, where $F_r(M)$ is the submodule of $F(M)$ which consists of the summands $\tau(M) \subseteq F(M)$ associated to a tree with $r$ vertices $\tau \in T_r(n)$. (Hence, the module $F_r(M)$ consists of tensors of weight $r$ in $F(M)$.)

We have only one tree with no vertex $\tau = \uparrow$ and this tree has one entry. Consequently, we obtain $F_{(0)}(M)(n) = \mathbb{K}$, for $n = 1$, and $F_{(0)}(M)(n) = 0$, for $n \neq 1$. In addition, the module $F_{(0)}(M)(1)$ has a canonical generator, which we denote by $1 \in F_{(0)}(M)(1)$, since it represents the unit of the free operad.

Similarly, for a given set with $n$ elements $I = \{i_1, \ldots, i_n\}$, there is exactly one $I$-tree $\sigma_I \in T(I)$ with one vertex $v \in V(\sigma_I)$. This tree is associated to the canonical partition $V(\sigma_I) \amalg I = I_0 \amalg I_v$, where $I_0 = \{v\}$ and $I_v = I$. We have by definition $\sigma_I(M)(I) = M(I)$. Consequently, we have an isomorphism $F_{(1)}(M)(I) \simeq M(I)$, which is functorial in regard to bijections $u : I \to I'$. We conclude that the $\Sigma*$-module $F_{(1)}(M)$ is isomorphic to $M$.

Graphically, we identify an element $x \in M(I)$ with the labelled tree of figure 3.5.
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\mbox{obtained by blowing up a vertex}

v

I

indexed by

\ell

\ell

\mbox{to}
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We define the partial composition product

\circ_{\ell} : F_{(r)}(M)(m) \otimes F_{(s)}(M)(n) \to F_{(r+s)}(M)(m+n-1).

In fact, we have a canonical isomorphism

\sigma \circ_{\ell} \tau(M) = \sigma(M) \otimes \tau(M).

The partial composition product maps simply an element of \sigma(M) \otimes \tau(M) \subset F_{(r)}(M)(m) \otimes F_{(s)}(M)(n) to the associated element in \sigma \circ_{\ell} \tau(M) \subset F_{(r+s)}(M)(m+n-1).

As mentioned in paragraph 3.4.5 the unit of the free operad is associated to the unique tree with no vertex \tau = 1 and generates the weight component

F_{(0)}(M) \subset F(M).

3.4.6. The treewise composition process in the free operad. The \Sigma_k-module F(M) is a realization of the free operad generated by M. The universal morphism \textstyle M \to F(M) is given by the isomorphism \textstyle M = F_{(1)}(M) as mentioned in paragraphs 1.1.9 and 3.1.1. The operad product is deduced from the operad structure of the category of trees and preserves the weight grading of the free operad.

We define the partial composition product

\circ_{\ell} : F_{(r)}(M)(m) \otimes F_{(s)}(M)(n) \to F_{(r+s)}(M)(m+n-1).

The universal map \theta : \textstyle M \to F(M) determines an element of

\sigma \circ_{\ell} \tau(M) = \sigma(M) \otimes \tau(M).

The partial composition product maps simply an element of \textstyle \sigma(M) \otimes \tau(M) \subset F_{(r)}(M)(m) \otimes F_{(s)}(M)(n) to the associated element in \textstyle \sigma \circ_{\ell} \tau(M) \subset F_{(r+s)}(M)(m+n-1).

As mentioned in paragraph 3.4.5 the unit of the free operad is associated to the unique tree with no vertex \tau = 1 and generates the weight component

F_{(0)}(M) \subset F(M).

3.4.7. Derivations. We make explicit the derivation of the free operad \textstyle d_{\theta} : F(M) \to F(M) associated to a homogeneous morphism \theta : M \to F(M).

The morphism \textstyle \theta : M \to F(M) is determined by maps \theta : \textstyle M(I) \to \sigma'(M),

where \sigma' \in T(I). We define a map \textstyle d_{\theta}^{r,r'} : \tau(M) \to \tau'(M)

each n-tree \tau' \in T(n)

by blowing up a vertex \textstyle v \in V(\tau) in the tree \tau \in T(n). The derivation

\textstyle d_{\theta} : F(M)(n) \to F(M)(n) is the sum of these maps \textstyle d_{\theta}^{r,r'} : \tau(M) \to \tau'(M).

We have by definition \textstyle \tau = \tau'/\sigma',

where \sigma' \subset \tau' is a tree whose entries are indexed by I_v. We set

\textstyle d_{\theta}^{r,r'} \left( \bigotimes_{v'} x_{v'} \right) = \theta(x_v) \otimes \left\{ \bigotimes_{v' \neq v} x_{v'} \right\}

More precisely, in this formula, we consider the element \textstyle \theta(x_v) \in \sigma'(M)

associated to \textstyle x_v \in M(I_v) by the map \textstyle \theta : M(I_v) \to \sigma'(M).

Since \textstyle V(\tau') = V(\sigma') \amalg V(\tau) \setminus \{v\},

we have

\tau'(M) = \sigma'(M) \otimes \left\{ \bigotimes_{v' \in V(\tau) \setminus \{v\}} M(I_{v'}) \right\}

Therefore, the formula above returns an element of \textstyle \tau'(M).

Signs: We assume that the tensor \textstyle x_v comes first in the definition of the map \textstyle d_{\theta}^{r,r'}.

We have possibly to reorganize the tensor product in order to ensure this property. We can equivalently move the homogeneous map \theta through the tensor

\begin{figure}[h]
\centering
\begin{tikzpicture}
\node (x) at (0,0) {$x$};
\node (i1) at (-1.5,1) {$i_1$};
\node (i2) at (-0.5,1) {$i_2$};
\node (in) at (1.5,1) {$i_n$};
\node (0) at (0,-1) {$0$};
\draw[->] (x) -- (i1);
\draw[->] (x) -- (i2);
\draw[->] (x) -- (in);
\end{tikzpicture}
\caption{Figure 3.5.}
\end{figure}
product \(\tau(M) = \bigotimes_v x_v\). We would like to recall that these operations produce signs which are hidden in the definition above.

3.4.8. Coderivations. If \(M\) is a connected \(\Sigma\)-module, then \(F(M)\) is also a realization of the cofree cooperad cogenerated by \(M\), denoted by \(F^c(M)\) in general (see paragraph 3.1.3). We make explicit the process which gives the coderivation \(d_\theta : F^c(M) \to F^c(M)\) associated to a given homogeneous morphism \(\theta : F^c(M) \to M\).

A morphism \(\theta : F^c(M) \to M\) is determined by maps \(\theta : \sigma(M) \to M(I)\), where \(\sigma \in T(I)\). We define a map \(d^\tau_\theta : \tau(M)(n) \to \tau'(M)(n)\) for each \(n\)-tree \(\tau' \in T(n)\) obtained by collapsing a subtree \(\sigma \subset \tau\). The coderivation \(d_\theta : F^c(M)(n) \to F^c(M)(n)\) is the sum of these maps \(d^\tau_\theta : \tau(M) \to \tau'(M)\). We set precisely

\[
d^\tau_\theta \left( \bigotimes_v x_v \right) = \theta \left( \bigotimes_{v \in V(\sigma)} x_v \right) \otimes \left\{ \bigotimes_{v \notin V(\sigma)} x_v \right\}.
\]

To be more explicit, we consider the element of \(M(I_\sigma)\) associated to the tensor

\[
\bigotimes_{v \in V(\sigma)} x_v \in \bigotimes_{v \in V(\sigma)} M(I_v) = \sigma(M)
\]

by the map \(\theta : \sigma(M) \to M(I_\sigma)\). This element gives the label of the vertex \(\sigma \in V(\tau/\sigma)\) which results from the collapsing process. The labels of vertices \(v \notin V(\sigma)\) are unchanged in the quotient tree.

As for derivations, the definition of \(d_\theta\) involves signs produced by reordering permutations in the tensor product \(\tau(M) = \bigotimes_v x_v\).

3.5. Trees and reduced bar constructions

In this section, we make explicit the differential \(\beta : \bar{B}(P) \to \bar{B}(P)\) of the reduced bar construction of a connected dg-operad \(P\). We recall that the reduced bar construction is a quasi-cofree cooperad such that \(\bar{B}(P) = F^c(\Sigma P)\) (see paragraph 3.1.9). To begin with, we recall the definition of the suspension of dg-modules.

3.5.1. Suspension of dg-modules. The suspension of a dg-module is the dg-module \(\Sigma V\) defined by the tensor product \(\Sigma V = \mathbb{K} e \otimes V\), where \(\deg(e) = 1\). Thus, we have a canonical isomorphism \((\Sigma V)_d = V_{d-1}\). The element associated to \(v \in V_{d-1}\) is represented by the tensor product \(e \otimes v \in (\mathbb{K}e)_1 \otimes V_{d-1}\) and is also denoted by \(\Sigma v \in (\Sigma V)_d\). According to the definition of paragraph 0.4, the differential of \(\Sigma V\) is given by the formula \(\delta(\Sigma v) = -\Sigma(\delta v)\), for all \(v \in V\). Finally, our definition makes the suspension symbol \(\Sigma\) equivalent to a homogeneous element of degree 1.

3.5.2. Suspensions and tensor products. We have a canonical isomorphism \(\sigma : \Sigma U \otimes \Sigma V \simeq \Sigma^2(U \otimes V)\) defined by a permutation of tensors. We have explicitly

\[
\sigma(\Sigma u \otimes \Sigma v) = \pm \Sigma^2(u \otimes v).
\]

In this formula, the sign \(\pm\) is yielded by the permutation of the element \(u \in U\) with the permutation symbol \(\Sigma\) as in the definition of paragraph 0.4. On the other hand, we have isomorphisms

\[
c(\Sigma U, \Sigma V) : \Sigma U \otimes \Sigma V \to \Sigma V \otimes \Sigma U
\]

and \(\Sigma^2 c(U, V) : \Sigma^2(U \otimes V) \to \Sigma^2(V \otimes U)\).
induced by the symmetry isomorphism of the tensor product. Hence, we obtain a diagram

$$
\begin{array}{c}
\Sigma U \otimes \Sigma V \xrightarrow{\sigma} \Sigma^2(U \otimes V) \\
\downarrow c(\Sigma U, \Sigma V) \quad \quad \quad \downarrow \Sigma^2 c(U, V) \\
\Sigma V \otimes \Sigma U \xrightarrow{\sigma} \Sigma^2(V \otimes U)
\end{array}
$$

Both composites $c(U, V) \cdot \sigma$ and $\sigma \cdot c(\Sigma U, \Sigma V)$ permute factors of the tensor product $\Sigma U \otimes \Sigma V$. We observe that the morphism $\sigma \cdot c(\Sigma U, \Sigma V)$ permutes suspension symbols, while the morphism $\Sigma^2 c(U, V) \cdot \sigma$ does not. Therefore:

**3.5.3. Fact.** The composite isomorphisms above verify the relation

$$
\Sigma^2 c(U, V) \cdot \sigma = -\sigma \cdot c(\Sigma U, \Sigma V).
$$

The difference of signs corresponds to a permutation of suspensions.

**3.5.4. Partial composition products.** We recall that an operad structure is equivalent to partial composition products

$$
\circ_i : \bar{P}(I) \otimes \bar{P}(J) \to \bar{P}(I \setminus \{i\} \amalg J)
$$

that satisfy the following identities. We assume $p \in P(I)$, $i \in I$, $q \in P(J)$, $j \in J$ and $r \in P(K)$. We have then

(3.5.4.1) $$
(p \circ_i q) \circ_j r = p \circ_i (q \circ_j r).
$$

We assume $p \in P(I)$, $i_1, i_2 \in I$, $q_1 \in P(J_1)$ and $q_2 \in P(J_2)$. We have then

(3.5.4.2) $$
(p \circ_{i_1} q_1) \circ_{i_2} q_2 = (p \circ_{i_2} q_2) \circ_{i_1} q_1.
$$

We refer to paragraphs 1.1.7 and 1.1.8. In the dg-context, the permutation of the elements $q_1 \in \bar{P}(J_1)$ and $q_2 \in \bar{P}(J_2)$ yields an additional sign $\pm$.

**3.5.5. Lemma.** A collection of partial composition products

$$
\circ_i : \bar{P}(I) \otimes \bar{P}(J) \to \bar{P}(I \setminus \{i\} \amalg J),
$$

where $I$ and $J$ range over the category of finite sets, is equivalent to a homogeneous morphism of degree $-1$

$$
\theta : F_{(2)}^c(\Sigma \bar{P}) \to \Sigma \bar{P}.
$$

The associated coderivation $d_\theta : F^c(\Sigma \bar{P}) \to F^c(\Sigma \bar{P})$ verifies the equation $\delta d_\theta + d_\theta \delta = 0$ if and only if the partial composition products are morphism of dg-modules and the equation $d_\theta^2 = 0$ if and only if the relations (3.5.4.1) and (3.5.4.2) are satisfied.

In the next paragraph, we analyze the structure of the $\Sigma$-module $F_{(2)}^c(\Sigma \bar{P})$ and we make explicit the morphism $\theta : F_{(2)}^c(\Sigma \bar{P}) \to \Sigma \bar{P}$ equivalent to partial composition products. In paragraph 3.5.7, we make explicit the coderivation $d_\theta : F^c(\Sigma \bar{P}) \to F^c(\Sigma \bar{P})$ associated to $\theta : F_{(2)}^c(\Sigma \bar{P}) \to \Sigma \bar{P}$ according to the process of paragraph 3.4.8. The relations $\delta d_\theta + d_\theta \delta = 0$ and $d_\theta^2 = 0$ follow from straightforward verifications which are omitted.
3.5.6. On trees with 2 vertices. We observe that the structure of an $n$-tree with 2 vertices is equivalent to a partition $\{1, \ldots, n\} = \{i_1, \ldots, i_{k-1}\} \amalg \{j_1, \ldots, j_l\}$. To be explicit, we let $V(\tau) = \{u, v\}$. We assume that $u$ is the source of the root of $\tau$. We set then $I_u = \{i_1, \ldots, i_{k-1}\} \amalg \{v\}$ and $I_v = \{j_1, \ldots, j_l\}$. We obtain the tree represented in figure 3.6.

We deduce from this observation that, for a given $\Sigma^*$-module $M$, we have

$$F_c(2)(\Sigma \tilde{P})(n) = \bigoplus_{\{i_1, \ldots, i_{k-1}\}} M(\{i_1, \ldots, i_{k-1}\} \amalg \{v\}) \otimes M(\{j_1, \ldots, j_l\}).$$

The sum ranges over partitions $\{1, \ldots, n\} = \{i_1, \ldots, i_{k-1}\} \amalg \{j_1, \ldots, j_l\}$. Therefore, in the case $M = \Sigma \tilde{P}$, we conclude that a homogeneous morphism of degree $-1$

$$\theta : F_c(2)(\Sigma \tilde{P})(n) \to \Sigma \tilde{P}(n)$$

is equivalent to a collection of partial composition products homogeneous of degree 0

$$\circ_v : \tilde{P}(\{i_1, \ldots, i_{k-1}\} \amalg \{v\}) \otimes \tilde{P}(\{j_1, \ldots, j_l\}) \to \tilde{P}(\{i_1, \ldots, i_{k-1}\} \amalg \{j_1, \ldots, j_l\}).$$

Graphically, the morphism $\theta : F_c(2)(\Sigma \tilde{P}) \to \Sigma \tilde{P}$ is represented by the picture of figure 3.7.

3.5.7. The differential of the bar construction. The differential of the bar construction $\beta : B(P) \to B(P)$ is the coderivation $d_\theta : F^c(\Sigma \tilde{P}) \to F^c(\Sigma \tilde{P})$ supplied by lemma 3.5.5. We make explicit the components $\beta^{\tau, \tau'} : \tau(\Sigma \tilde{P}) \to \tau'(\Sigma \tilde{P})$ of this coderivation. We just follow the process of paragraph 3.4.8.
We observe that a subtree $\sigma \subset \tau$ with 2 vertices $V(\sigma) = \{u, v\}$ is determined by an edge $e \in E(\tau)$. We have explicitly $u = t(e)$ and $v = s(e)$. We denote this subtree, associated to $e \in E(\tau)$, by the notation $\sigma = e$. The quotient tree $\tau/\sigma$ is obtained by contracting the edge $(u)\rightarrow(e)(v)$ to a vertex. Therefore, the process $\tau \mapsto \tau/\sigma$ is also known as an edge contraction.

The bar differential has a component $\beta^{\tau/\sigma'}: \tau(\Sigma \hat{P}) \rightarrow \tau'(\Sigma \hat{P})$ for each edge contraction $\tau' = \tau/\sigma$. The vertex $\sigma \in V(\tau')$ (which results from the contraction process) is labelled by the partial composition product $\Sigma(p_u \circ_v p_v) \in \Sigma \hat{P}(I_u \setminus \{v\} \amalg I_v)$, where $\Sigma(p_u) \in \Sigma \hat{P}(I_u)$ (respectively, $\Sigma(p_v) \in \Sigma \hat{P}(I_v)$) labels the vertex $u = t(e) \in V(\tau)$ (respectively, $v = s(e) \in V(\tau)$). The elements $\Sigma p_x \in \Sigma \hat{P}(I_x)$ associated to the other vertices of the quotient tree are unchanged.

As mentioned in paragraphs 3.4.7 and 3.4.8 the bar differential involve signs which are produced by reordering permutations in the tensor product $\Sigma \times \Sigma$. Notice that we insert an additional sign in the partial composition product above. The motivation comes from a chain morphism introduced in chapter [14.5.6] (the levelization morphism); the additional sign makes just the bar differential agree with faces of a simplicial bar construction (see lemma 14.6.5).

As an example, the bar differential of a tensor $x_1 \otimes x_2 \otimes x_3 \otimes x_4 = \Sigma p_1 \otimes \Sigma p_2 \otimes \Sigma p_3 \otimes \Sigma p_4 \in \tau(\Sigma \hat{P})$, where $\tau$ is the tree of figure 3.1, consists of the terms displayed in figure 3.8.

### 3.6. Comparison of quasi-free operads: proof of theorem 3.2.1

In this section, we aim to prove theorem 3.2.1. Therefore, we are concerned with quasi-free operads $F = F(M)$ such that $M(0) = M(1) = 0$. To begin with, we analyze the expansion of the free operad $F(M)$ in this situation.

#### 3.6.1. Reduced trees and free operads

An $n$-tree $\tau \in T(n)$ is reduced if all vertices $v \in V(\tau')$ have at least 2 entries. We observe that the categories of reduced $n$-trees, which are denoted by $\hat{T}(n)$, define a suboperad of the operad of trees. In the context of reduced $n$-trees, we have $\hat{T}_{(r)}(n) = \emptyset$, for $r \geq n$.

Suppose given a $\Sigma_*$-module $M$ such that $M(0) = M(1) = 0$. In that case, the $\mathbb{K}$-module $\tau(M)$ associated to a non-reduced tree $\tau \in T(n)$ vanishes. Consequently, the free operad generated by $M$ has an expansion

$$F(M)(n) = \colim_{\tau \in \hat{T}(n)} \tau(M),$$

such that the colimit ranges over the category of reduced trees $\hat{T}(n)$. Since $\hat{T}_{(r)}(n) = \emptyset$, for $r \geq n$, we obtain in this case $F_{(r)}(M)(n) = 0$, for $r \geq n$. In addition, we observe that a given reduced $n$-tree $\tau \in \hat{T}(n)$ has no non-trivial automorphism. Consequently, the module $\tau(M)$ is a direct summand of $F(M)(n)$. Furthermore, if we fix a representative $\tau_i$ of each isomorphism class of $n$-tree, then we obtain a quotient free expansion of the free operad $F(M)(n) = \bigoplus_{\tau_i} \tau_i(M)$.

On the other hand, one observes readily that the isomorphism classes of reduced $n$-trees form a finite set. Therefore, if the sequence $M(n)$ consists of finitely generated (projective) $\mathbb{K}$-module, then so is the free operad $F(M)$. Furthermore, since

$$\tau(M)^\vee = \bigotimes_{v \in V(\tau)} M(I_v)^\vee = \tau(M)^\vee,$$
we obtain the duality relation stated in proposition 3.1.4:

\[ F^c(M) = \bigoplus_{\tau_i} \tau_i(M) = \bigoplus_{\tau_i} \tau_i(M^\vee) = F(M^\vee). \]

In fact, the free operad as a quotient free expansion \( F(M)(n) = \bigoplus_{\tau_i} \tau_i(M) \) in the more general case of a connected \( \Sigma_* \)-modules \( M \). Therefore, as long as the ground ring is a field, we have

\[ H_\ast(\tau(M)) = \bigotimes_{v \in V(\tau)} H_\ast(M(I_v)) = \tau(H_\ast(M)) \]
and we obtain a Künneth formula
\[ H_*(F(M)) = \bigoplus_{\tau_i} H_*(\tau_i(M)) = \bigoplus_{\tau_i} \tau_i(H_*(M)) = F(H_*(M)) \]
as claimed by proposition 3.1.2.

In this section, we consider dg-$\Sigma_*$-modules $M$ which have $M(0) = M(1) = 0$ in order to guarantee the convergence of the spectral sequence of lemma 3.6.2.

3.6.2. Lemma. We consider a quasi-free operad $P = F(M)$, where $M$ is a connected dg-$\Sigma_*$-module. We assume that the differential of $P$ is determined by a derivation $d_\theta : F(M) \to F(M)$ such that $d_\theta(F(M)) \subset \bigoplus_{r \geq 2} F(r)(M)$ (so that the dg-$\Sigma_*$-module $M$ can be identified with the indecomposable quotient of $P$).

We have a second quadrant spectral sequence of operads $E^s_t(P) \Rightarrow H_*(P)$ such that $E^s_0(P) = F(-s)(M)_{-s+t}$, and where the differential $d^s_t : E^s_t(P) \to E^s_{t-1}(P)$ is induced by the differential of $M$. In particular, if the ground ring $\mathbb{K}$ is a field, then we obtain $E^s_* = F(-s)(H_*(M))$.

The spectral sequence converges strongly if we have $M(0) = M(1) = 0$.

Proof. We consider the filtration $0 \subset \cdots \subset F_i P \subset \cdots \subset F_i P \subset F_0 P = P$ such that $F_i P = \bigoplus_{r \geq s} F(r)(M)$, and so that
\[ E^s_0(P) = F(-s)(M)_{-s+t}. \]

For fixed $n \in \mathbb{N}$, we have $E^s_0(P(n)) = F(-s)(M)(n)_{-s+t} = 0$, for $s < -n$. Hence, in the case $M(0) = M(1) = 0$, the spectral sequence is bounded in horizontal degree. The convergence assertion follows from this fact.

We prove that the differential of the quasi-free operad $\delta_\theta : F(M) \to F(M)$ preserves the filtration above. On one hand, the canonical differential of the free operad $\delta : F(M) \to F(M)$ verifies $\delta(F(r)M) \subset F(r)M$. On the other hand, by lemma 3.1.6 the derivation $d_\theta : F(M) \to F(M)$ induces a morphism such that $d_\theta(F_0 P) \subset F_0 P$, because we have by assumption $\theta(M) \subset \bigoplus_{r \geq 2} F(r)(M)$.

The result follows immediately from these observations.

3.6.3. Lemma. Suppose given a morphism of quasi-free operads $\phi : P \to P'$ where $P = F(M)$ and $P' = F(M')$ are as in lemma 3.6.2 above. We assume that the morphism $\phi : P \to P'$ preserves augmentation ideals of free operads (explicitly, $\phi(F(M)) \subset F(M')$). In this situation, we have an induced morphism of spectral sequences $E^s_\phi(P) \to E^s_\phi(P')$.

Since $M$ (respectively, $M'$) is identified with the indecomposable quotient of $P = F(M)$ (respectively, $P' = F(M')$), we have a morphism of dg-$\Sigma_*$-modules $\phi : M \to M'$ induced by $\phi : F(M) \to F(M')$. We observe in addition that the morphism $E^0_\phi(P) : E^0(P) \to E^0(P')$ is identified with the morphism of free operads $F(\phi) : F(M) \to F(M')$ associated to $\phi : M \to M'$.

Proof. We prove that the morphism $\phi : F(M) \to F(M')$ preserves the filtrations introduced in the proof of lemma 3.6.2. We mention in the definition of a free operad that the weight component $F(r)(M)$ is generated by composites $\cdots (x_1 \circ_{i_2} x_2) \circ_{i_3} \cdots \circ_{i_r} x_r$ where $x_1 \in M(n_1), \ldots, x_r \in M(n_r)$ (see paragraphs 1.1.9 and 3.4.3). An operad morphism $\phi : F(M) \to F(M')$ maps such a composite to the element $\cdots (\phi(x_1) \circ_{i_2} \phi(x_2)) \circ_{i_3} \cdots \circ_{i_r} \phi(x_r) \in F(M')$. By assumption, we have $\phi(x_i) \in \bigoplus_{s=1}^\infty F(s)(M')$. Consequently, the composite element
above verifies
\[ (\cdots ((\phi(x_1) \circ_{i_2} \phi(x_2)) \circ_{i_3} \cdots) \circ_{i_r} \phi(x_r) ) \in \bigoplus_{s=r}^{\infty} F_{(s)}(M'). \]

Therefore, we obtain \( \phi(F_r P) \subset F_r P' \).

The morphism \( \tilde{\phi} : M \to M' \) is the composite of \( \phi : F(M) \to F(M') \) with the canonical injection \( M \to F(M) \) and with the canonical projection \( F(M') \to M' \).

Equivalently, we have
\[
\phi(x_i) \equiv \tilde{\phi}(x_i) \mod \bigoplus_{s=2}^{\infty} F_{(s)}(M'),
\]
for all \( x_i \in M(n_i) \). As a consequence, we obtain
\[
(\cdots ((\phi(x_1) \circ_{i_2} \phi(x_2)) \circ_{i_3} \cdots) \circ_{i_r} \phi(x_r) )
\equiv (\cdots ((\tilde{\phi}(x_1) \circ_{i_2} \tilde{\phi}(x_2)) \circ_{i_3} \cdots) \circ_{i_r} \tilde{\phi}(x_r) ) \mod \bigoplus_{s=r+1}^{\infty} F_{(s)}(M').
\]

Therefore, we conclude that the morphism \( E^0(\phi) : E^0(P) \to E^0(P') \) is identified with the morphism of free operads \( F(\tilde{\phi}) : F(M) \to F(M') \) associated to \( \tilde{\phi} : M \to M' \).

**Proof of Theorem 3.2.1.** We prove that a morphism of quasi-free operads \( \phi : P \to P' \) is a quasi-isomorphism if and only if the associated morphism of dg-\( \Sigma_* \)-modules \( \phi : M \to M' \) is so. We deduce this equivalence from lemma 3.6.3 above.

Namely, if \( \tilde{\phi} : M \to M' \) is a quasi-isomorphism, then the operad morphism \( \phi : P \to P' \) induces an isomorphism \( E^1(\phi) : E^1(P) \to E^1(P') \) at the \( E^1 \)-stage of the spectral sequence. Therefore, we conclude that \( \phi : P \to P' \) is a quasi-isomorphism, as claimed by theorem 3.2.1.

Conversely, suppose given a quasi-isomorphism \( \phi : P \to P' \). We prove by induction that the morphism of dg-modules \( \tilde{\phi} : M(n) \to M'(n) \) is a quasi-isomorphism for all \( n \in \mathbb{N} \). Precisely, we assume that \( \tilde{\phi} : M(r) \to M'(r) \) is a quasi-isomorphism for all \( r < n \).

We observe that, for \( s \geq 2 \), the component
\[ E^0_{st}(P(n)) = F_{(-s)}(M(n))_{-s+t} \]

involves only modules \( M(I) \), such that \( I \) has less than \( n \) elements. We have the same observation for \( E^0_{st}(P'(n)) \). Consequently, we obtain an isomorphism \( E^1(\phi) : E^1_{st}(P(n)) \to E^1_{st}(P'(n)) \) in all bidegrees \( (s,t) \) such that \( s \geq 2 \). We have \( E^0_{0s}(P(n)) = E^0_{0s}(P'(n)) = 0 \) as long as \( n \geq 2 \). Therefore, the previous assertion implies that \( E^1(\phi) : E^1_{st}(P(n)) \to E^1_{st}(P'(n)) \) is also in isomorphism in degree \( s = 1 \). We conclude that \( \phi : M(n) \to M'(n) \) is a quasi-isomorphism, since we have \( E^1_{1s}(P(n)) = F_{(1)}(M(n)) = M(n) \) and \( E^1_{1s}(P'(n)) = F_{(1)}(M'(n)) = M'(n) \).

**Part 4. Bar constructions with coefficients**

4.1. Summary

We generalize the definition of the reduced bar construction \( B(P) \) in order to have a complex of dg-\( \Sigma_* \)-modules \( B(L, P, R) \), with coefficients in a right \( P \)-module \( L \) and a left \( P \)-module \( R \). This complex is equipped with a natural augmentation
morphism $\epsilon(L, P, R) : B(L, P, R) \to L \circ P R$ and satisfies nice homological properties (see statements 4.1.1 and 4.1.2 below). As mentioned in chapter 3, the reduced bar construction $B(P)$ is the bar construction $B(L, P, R)$ with trivial coefficients $L = R = I$.

The next facts 4.1.1 and 4.1.2 are immediate consequences of the definition, given in section 4.3.

4.1.1. Fact. We have $B(L, P, R) = L \circ \bar{B}(P) \circ R$. Consequently, the chain complex $B(L, P, P)$ (respectively, $B(P, P, R)$) is a quasi-free right $P$-module (respectively, a quasi-free left $P$-module).

4.1.2. Fact. The dg-$\Sigma_*$-module $B(P, P, P)$ is a complex of $P$-bimodules. Furthermore, we have $B(L, P, R) = L \circ P B(P, P, P) \circ P R$ and the augmentation morphism is identified with the relative composition product $\epsilon(L, P, R) = L \circ P \epsilon(P, P, P) \circ P R$.

The next assertion is proved in section 4.7

4.1.3. Lemma. We are given a connected dg-operad $P$ and a right $P$-module $L$ (respectively, a connected left $P$-module $R$). The augmentation morphism $\epsilon : B(L, P, P) \to L$ (respectively, $\epsilon : B(P, P, R) \to R$) is a quasi-isomorphism of right $P$-modules (respectively, left $P$-modules). In particular, the dg-module $B(I, P, P)$ (respectively, $B(P, P, I)$) is acyclic.

We would like to mention the following assertion which, according to proposition 2.2.5 occurs as a direct consequence of the properties of the bar construction:

4.1.4. Proposition. The chain complex $B(L, P, R)$ is a representative of the derived composition product $L \circ_{P, R} R$ provided the assumptions of lemma 4.1.3 are satisfied.

To be precise, according to lemma 4.1.3 above, the bar construction $B(L, P, P)$ forms a quasi-free resolution of $L$. In this situation, proposition 2.2.5 asserts precisely that the relative composition product $B(L, P, R) = B(L, P, P) \circ P R$ is a representative of the derived composition product $L \circ_{P, R} R$.

The bar constructions $B(I, P, P)$ and $B(P, P, I)$ are defined by E. Getzler and J. Jones in [30]. These authors prove also that $B(I, P, P)$ and $B(P, P, I)$ form acyclic chain complexes. We give different arguments for these results. More precisely, we deduce a chain homotopy for $B(I, P, P)$ from a simplicial construction (introduced in the next paragraph). In fact, in this case, we recover the chain homotopy of [30]. But, in the case of the second complex $B(P, P, I)$, our argument differs completely from [30], because we observe that the result about $B(I, P, P)$ and theorem 2.1.14 (about derived composition products) imply immediately that the complex $B(P, P, I)$ is acyclic (cf. section 4.7 for details).

4.1.5. The simplicial bar construction. We recall a classical construction which supplies a simplicial dg-$\Sigma_*$-module $C(L, P, R)$ together with an augmentation $\epsilon(L, P, R) : C(L, P, R) \to L \circ_{P, R} R$ like the differential graded bar construction $B(L, P, R)$. We call this simplicial dg-$\Sigma_*$-module $C(L, P, R)$ the simplicial bar construction. We consider also the reduced simplicial bar construction $C_f(P)$, defined as the simplicial bar construction with trivial coefficients $C_f(P) = C(I, P, I)$.

We have by definition

$$C_d(L, P, R) = L \circ_{P, R} \cdots \circ_{P, R} P \circ R.$$
The face $d_i : C_d(L,P,R) \to C_{d-1}(L,P,R)$ is defined: for $i = 0$, by the right operad action $\lambda : L \circ P \to L$; for $0 < i < d$, by the operad product $\mu : P \circ P \to P$ of the $i$th and $i+1$th copies of $P$; for $i = d$, by the left operad action $\rho : P \circ R \to R$.

The degeneracy $s_j : C_d(L,P,R) \to C_{d+1}(L,P,R)$ is given by the insertion of an operad unit $\eta : I \to P$ between the $j$th and the $j+1$th copies of $P$ in $C_d(L,P,R)$. The augmentation $\epsilon : C(L,P,R) \to L \circ P \circ R$ is given by the canonical projection

$$C_0(L,P,R) = L \circ R \to L \circ P \circ R.$$ 

A similar simplicial bar construction is defined in the context of monads by J. Beck (cf. J. Beck [10], S. Mac Lane [55]) and introduced by P. May in the study of iterated loop spaces (cf. [61]). In fact, since the composition product is preserved by the correspondence $M \to S(M)$, the functor associated to the operadic simplicial bar construction verifies

$$S(C_*(L,P,R)) = S(L) \circ S(P) \circ \cdots \circ S(P) \circ S(R)$$

and agrees with Beck’s construction $C_*(S(L), S(P), S(R))$. The simplicial bar construction $C_*(S(L), S(P), S(R))$ is also considered by P. May (in the topological framework). As mentioned previously, in the differential graded framework, the composition product of $\Sigma_\bullet$-modules behaves better in regard to homology than the composition product of functors. Therefore, we are motivated to introduce simplicial constructions $C(L,P,R)$ at the level of $\Sigma_\bullet$-modules.

We state the analogues of properties 4.1.1, 4.1.2 and 4.1.3 above in the context of the simplicial bar construction. We give a few indications about these classical assertions. (We refer to the literature for more details.)

4.1.6. Fact. We have $C_d(L,P,R) = L \circ \bar{C}_d(P) \circ R$. Moreover, the simplicial module $C_*(L,P,P)$ (respectively, $C_*(P,P,R)$) is a quasi-free simplicial right $P$-module (respectively, a quasi-free simplicial left $P$-module).

We refer to Quillen’s monograph [58] for the definition of a quasi-free object in the simplicial context (called almost free objects in loc. cit.). We just make this definition explicit in the case of the simplicial right $P$-module $C_*(L,P,P)$.

We observe precisely that each module $C_d(L,P,P)$ is a free right $P$-module. We have explicitly $C_d(L,P,P) = C_d(L,P,I) \circ P$ and we identify $C_d(L,P,I)$ with the module $C_d(L,P,I) \circ I \subset C_d(L,P,I) \circ P = C_d(L,P,P)$. The degeneracies $s_j : C_d(L,P,P) \to C_{d+1}(L,P,P)$ verify $s_j(C_d(L,P,I)) \subset C_{d+1}(L,P,I)$. We have also $d_i(C_d(L,P,I)) \subset C_{d-1}(L,P,I)$ for all faces $d_i : C_d(L,P,P) \to C_{d-1}(L,P,P)$ such that $i < d$. We have symmetric observations in the case of the simplicial left $P$-module $C(P,P,R)$.

4.1.7. Fact. The augmentation morphism $\epsilon : C(L,P,P) \to L$ (respectively, $\epsilon : C(P,P,R) \to R$) is a quasi-isomorphism of simplicial right $P$-modules (respectively, left $P$-modules). In particular, the simplicial module $C(I,P,P)$ (respectively, $C(P,P,I)$) is acyclic.

In fact, the simplicial module $C(L,P,P)$ has a well known extra degeneracy $s_{d+1} : C_d(L,P,P) \to C_{d+1}(L,P,P)$ which gives a contracting homotopy on the normalized chain complex of $C(L,P,P)$. To be explicit, this extra degeneracy $s_{d+1} : C_d(L,P,P) \to C_{d+1}(L,P,P)$ is given by the insertion of an operad unit $\eta : I \to P$ at the last position of the composition product $C_{d+1}(L,P,P) = L \circ P \circ \cdots \circ P \circ P$. Similarly, the simplicial module $C(P,P,R)$ has an extra degeneracy $s_{-1} : C_d(P,P,R) \to C_{d+1}(P,P,R)$, given by the insertion of an operad
unit $\eta : I \to P$ at the first position of the composition product $C_{d+1}(P, P, R) = P \circ P \circ \cdots \circ P \circ R$.

We aim to compare the differential graded bar construction to the simplicial one. We let $N(L, P, R) = N_*(C(L, P, R))$ denote the normalized chain complex of $C(L, P, R)$. We obtain the following result:

4.1.8. Theorem. We are given a dg-operad $P$, a right $P$-module $L$ and a left $P$-module $R$. We have a natural morphism of dg-$\Sigma^*$-modules

$$\phi(L, P, R) : B(L, P, R) \to N(L, P, R),$$

which we call the levelization morphism.

We assume that the dg-operad $P$ (respectively, the dg-$\Sigma^*$-module $L$, $R$) is connected. In this context, the levelization morphism $\phi(L, P, R) : B(L, P, R) \to N(L, P, R)$ is injective and is a quasi-isomorphism. In particular, for trivial coefficients $L = R = I$, the levelization morphism

$$\bar{\phi}(P) : \bar{B}(P) \to \bar{N}(P)$$

provides a quasi-isomorphism from the differential graded reduced bar construction to the simplicial one.

We make the levelization morphism explicit in section 4.6. We prove the theorem above in section 4.7.

We would like to mention that S. Shnider and D. Van Osdol prove in [78] that the chain complexes $\bar{B}(P)$ and $\bar{N}(P)$ have the same homology (see also M. Markl, S. Shnider and J. Stasheff [59]). Nevertheless, these authors do not define any natural comparison morphism (like the levelization morphism). In addition, we would like to mention that the proof of Shnider and Van Osdol depends on a Künneth formula which does not hold if the ground ring $\mathbb{K}$ is not a field.

In fact, if we assume lemma 4.1.3, then the result of S. Shnider and D. Van Osdol occurs as a direct consequence of the comparison theorem of chapter 2. Namely, the augmentation morphisms $N(L, P, P) \to L$ and $B(P, P, R) \to R$ yield a zigzag of quasi-isomorphisms

$$L \circ_P B(P, P, R) \to N(L, P, P) \circ_P B(P, P, R) \to N(L, P, P) \circ_P R$$

because $N(L, P, P)$ and $B(P, P, R)$ are quasi-free modules (see theorem 2.1.1). Consequently, we obtain an isomorphisms $H_*, B(L, P, R) \simeq H_*, N(L, P, R)$. Let us mention that D. Balavoine uses close arguments in [4] for comparing operadic homology with cotriple homology (but his comparison result holds only in characteristic 0).

Finally, the levelization process makes basically the relationship between $\bar{B}(P)$ and $\bar{N}(P)$ more direct and more explicit.

In paragraph 4.6.6, we give a few indications about the levelization morphism in the example of the associative operad $P = A$. In fact, we recover a construction of A. Tonks which relates Stasheff’s associahedron to Milgram’s permutohedron (cf. J.-L. Loday and M. Ronco [50], S. Saneblidze and R. Umble [77], A. Tonks [84]). The case of the commutative operad $P = C$, which provides the main application of the article, is handled in section 6.

To conclude this introduction, we state properties of the normalized bar complex $N(L, P, R)$ that arise out of the structure of the simplicial bar construction $C(L, P, R)$. In fact, we deduce theorem 4.1.8 from lemma 4.1.12 below and from the comparison theorem of chapter 2.
4.1.9. Fact. The chain complex \( N(L, P, P) = N_*(C(L, P, P)) \) (respectively, the chain complex \( N(P, P, R) = N_*(C(P, P, R)) \)) is equipped with the structure of a right \( P \)-module (respectively, left \( P \)-module).

We deduce this assertion from a generalization of the classical Eilenberg-Zilber equivalence in the context of \( \Sigma_* \)-modules. We give details in the next paragraph.

4.1.10. The normalized chain complex of a composite simplicial \( \Sigma_* \)-module. In general, for given simplicial \( \Sigma_* \)-modules \( M \) and \( N \), we have a natural morphism
\[
N_*(M) \circ N_*(N) \to N_*(M \circ N),
\]
which is induced by the classical Eilenberg-Mac Lane equivalence, and that satisfies unit and associativity properties. Consequently, if \( P \) is a simplicial operad, then the associated complex \( N_*(P) \) is equipped with the structure of a dg-operad. Similarly, if \( L \) (respectively, \( R \)) is a simplicial right (respectively, left) module over a simplicial operad \( P \), then the complex \( N_*(L) \) (respectively, \( N_*(R) \)) is equipped with the structure of a differential graded right (respectively, left) module over the dg-operad \( N_*(P) \). In particular, if \( P \) is a (discrete) operad, then we conclude that the normalized chain complex of the simplicial bar construction \( C(L, P, P) \) (respectively, \( C(P, P, R) \)) forms a differential graded right \( P \)-module (respectively, left \( P \)-module) as claimed by fact 4.1.9.

To be precise, the Eilenberg-Mac Lane equivalence induces a morphism of dg-modules
\[
N_*(M(r)) \otimes N_*(N)(J_1) \otimes \cdots \otimes N_*(N)(J_r) \to N_*(M(r) \otimes N(J_1) \otimes \cdots \otimes N(J_r)),
\]
for all partitions \( \{1, \ldots, n\} = J_1 \sqcup \cdots \sqcup J_r \). This morphism commutes with permutations by symmetry of the Eilenberg-Mac Lane equivalence. Therefore, if we go back to the expansion of the composition product of \( \Sigma_* \)-modules, then we obtain a natural morphism \( N_*(M) \circ N_*(N) \to N_*(M \circ N) \). We would like to mention that, in the case of connected \( \Sigma_* \)-modules, we have a more precise result:

4.1.11. Lemma. We are given a simplicial \( \Sigma_* \)-module \( M \) (respectively, a connected simplicial \( \Sigma_* \)-module \( N \)). We have a unique natural morphism
\[
N_*(M) \circ N_*(N) \to N_*(M \circ N)
\]
which extends the identity morphism \( N_0(M) \circ N_0(N) \to N_0(M \circ N) \) in degree 0. This morphism is a quasi-isomorphism.

We have a similar uniqueness property for the classical Eilenberg-Mac Lane equivalence (cf. W. Dwyer 21). We can deduce the statement above from this classical result and from the quotient-free expansion of composite \( \Sigma_* \)-modules (cf. lemma 1.3.9). We omit to give more details for this lemma stated as a remark.

4.1.12. Lemma. The chain complex \( N(L, P, P) \) forms a quasi-free right \( P \)-module and we have \( N(L, P, R) = N(L, P, P) \circ P R \).

We deduce this property from the following immediate assertion:

4.1.13. Fact. If \( N \) is a (discrete) \( \Sigma_* \)-module, then we have a canonical isomorphism \( N_*(M) \circ N \cong N_*(M \circ N) \).
We conclude immediately that $N$ obtain similarly $N$ simplicial modules $N$ complex $\ast$ structures in order to represent the bar constructions with coefficients $C$ $B$ and $l$ with a level map $l$ then we have $V$ $l$ an entry of the tree, then we have $V$ have $V$ $f$ such that $f$ is equivalent to a bijection $f$ Accordingly, as long as we omit to fix edge sets, an isomorphism $f$ $v$ with isomorphisms as morphisms.

\[\text{Proof of lemma 4.1.12.} \]

To be explicit, in the situation of lemma 4.1.12, we let $V$.

In sections 4.3 and 4.4, we introduce trees equipped with more general level structures in order to represent the bar constructions with coefficients $C$ $B$ and $l$.

4.2. Composite symmetric modules and trees with levels

In sections 4.3 and 4.4, we introduce trees equipped with more general level structures in order to represent the bar constructions with coefficients $C$ $B$ and $l$.

4.2.1. Trees with 2 levels. An $n$-tree with 2 levels is an $n$-tree $\tau$ equipped with a level map $l : V(\tau) \to \{0, 1\}$ which satisfies the following properties: if $e$ is an entry of the tree, then we have $l(t(e)) = 1$; if $e$ is an internal edge of the tree, then we have $l(s(e)) = 1$ and $l(t(e)) = 0$; if $e$ is the root of the tree, then we have $l(s(e)) = 0$.

The level structure is equivalent to a partition $V(\tau) = V_0(\tau) \sqcup V_1(\tau)$, where $V_i(\tau) \subset V(\tau)$ consists of vertices $v \in V(\tau)$ such that $l(v) = i$. Clearly, the set $V_0(\tau)$ is reduced to the vertex $v_0 = s(e)$, where $e$ is the root of $\tau$. Moreover, we have $V_1(\tau) = I_{v_0}$ and $\{1, \ldots, n\} = \bigsqcup_{v \in V_1(\tau)} I_v$.

An isomorphism of trees with 2 levels is an isomorphism of trees $f : \tau \to \tau'$ such that $f_V : V(\tau) \to V(\tau')$ preserves level partitions $V(\tau) = V_0(\tau) \sqcup V_1(\tau)$. Accordingly, as long as we omit to fix edge sets, an isomorphism $f : \tau \to \tau'$ is equivalent to a bijection $f_1 : V_1(\tau) \to V_1(\tau')$ such that $I_{f_1(v)} = I_v$, for all $v \in V_1(\tau)$.

We let $T_{[0,1]}(n)$ denote the category formed by $n$-trees with 2 levels together with isomorphisms as morphisms.
4.2.2. Trees with 2 levels and composite $\Sigma_*$-modules. We are given $\Sigma_*$-modules $M$ and $N$. As in paragraph 3.4.3 (about the construction of the free operad), we associate to each $n$-tree with 2 levels $\tau$ in $T([0,1])$ a $\mathbb{K}$-module $\tau(M,N)$. An isomorphism of $n$-trees with 2 levels $f : \tau \to \tau'$ induces an isomorphism of $\mathbb{K}$-modules $f_* : \tau(M,N) \to \tau'(M,N)$.

To be explicit, if $V_0(\tau) = \{v_0\}$ and $V_1(\tau) = \{v_1, \ldots, v_r\}$ (as in figure 4.1), then we set

$$\tau(M,N) = M(I_{v_0}) \otimes N(I_{v_1}) \otimes \cdots \otimes N(I_{v_r}).$$

Equivalently: we mark the vertex of $V_1(\tau)$ with an element $x \in M(I_{v_0})$; we mark the vertices of $V_1(\tau)$ with elements $y_1 \in N(I_{v_1}), \ldots, y_r \in N(I_{v_r})$. Accordingly, if $I_{v_1} = \{1, \ldots, n_1\}$, $I_{v_2} = \{n_1 + 1, \ldots, n_1 + n_2\}$ and $I_{v_r} = \{n_1 + \cdots + n_{r-1} + 1, \ldots, n_1 + \cdots + n_{r-1} + n_r\}$, then the resulting labelled tree represents the composite element $x(y_1, \ldots, y_r) \in (M \circ N)(n)$.

As in the construction of the free operad, we consider the colimit

$$C(M,N)(n) = \colim_{\tau \in I([0,1])} \tau(M,N),$$

where elements $x' \in \tau'(M,N)$ and $x \in \tau(M,N)$ which correspond under an isomorphism of $n$-trees with levels $f : \tau \to \tau'$ are identified.

4.2.3. Lemma. The construction above supplies an expansion of the composition product of $\Sigma_*$-modules. We have precisely

$$(M \circ N)(n) = \colim_{\tau \in I([0,1])} \tau(M,N).$$

Proof. We borrow the notation of paragraph 4.2.1. We observe in paragraph 4.2.1 that an isomorphism of trees with 2 levels $f : \tau \to \tau'$, where $V_0(\tau) = \{v_0\}$ and $V_1(\tau) = I_{v_0} = \{v_1, \ldots, v_r\}$ (respectively, $V_0(\tau') = \{v_0'\}$ and $V_1(\tau') = I_{v_0'} = \{v_1', \ldots, v'_r\}$), is equivalent to a bijection $f_1 : \{v_1, \ldots, v_r\} \to \{v_1', \ldots, v'_r\}$. By making explicit the induced morphisms $f_* : M(I_{v_0}) \otimes (N(I_{v_1}) \otimes \cdots \otimes N(I_{v_r})) \to M(I_{v_0'}) \otimes (N(I_{v_1'}) \otimes \cdots \otimes N(I_{v_r'}))$, we verify readily that the module $C(M,N)(n)$ is given by a coend

$$C(M,N)(v) = \int_{\{v_1, \ldots, v_r\}} M(\{v_1, \ldots, v_r\}) \otimes (N(I_{v_1}) \otimes \cdots \otimes N(I_{v_r})),$$

in which we consider the category of finite sets $V_1(\tau) = \{v_1, \ldots, v_r\}$ and bijections $f_1 : \{v_1, \ldots, v_r\} \to \{v_1', \ldots, v'_r\}$. According to lemma 1.3.9 the composition product of $\Sigma_*$-module is given by an equivalent coend in which we restrict ourself to permutations of the single set $\{1, \ldots, r\}$. This observation achieves the proof of lemma 4.2.3.

4.3. The simplicial bar construction

Recall that the $d$-dimensional component of the simplicial bar construction is given by the composition product $C_d(L, P, R) = L \circ P \circ \cdots \circ P \circ R$. By generalizing the construction of section 4.3 we represent an element of this composite $\Sigma_*$-module by a labelled tree equipped with $d+2$ levels. The purpose of this section is to make this representation precise.
4.3.1. Trees with levels. We consider $n$-trees $\tau$ equipped with $d + 2$ levels indexed by the integers $0, 1, \ldots, d, d + 1$. To be precise, the level structure is defined by a map $l : V(\tau) \to \{0, \ldots, d+1\}$ endowed with the following properties: if $e$ is an entry of the tree, then we have $l(t(e)) = d + 1$; if $e$ is an internal edge of the tree, then we have $l(t(e)) = l(s(e)) - 1$; if $e$ is the root of the tree, then we have $l(s(e)) = 0$. The level structure is also equivalent to a partition $V(\tau) = \bigsqcup_{i=0}^{d+1} V_i(\tau)$, where $V_i(\tau) \subset V(\tau)$ consists of vertices $v \in V(\tau)$ such that $l(v) = i$. The set $V_0(\tau)$ is reduced to the source of the root of the tree. Moreover, we have $V_i(\tau) = \bigsqcup_{v \in V_{i-1}(\tau)} I_v$, for $i = 1, \ldots, d+1$, and $\{1, \ldots, n\} = \bigsqcup_{v \in V_{d+1}(\tau)} I_v$. We observe that the structure of the tree $\tau$ is determined by these partitions. We give an example of a tree with 3 levels in figure 4.2.

An isomorphism of $n$-trees with levels is an isomorphism of trees $f : \tau \to \tau'$ such that $f_V : V(\tau) \to V(\tau')$ preserves level partitions $V(\tau) = \bigsqcup_{i=0}^{d+1} V_i(\tau)$. Consequently, an isomorphism of $n$-trees with levels is equivalent to bijections $f_i : V_i(\tau) \to V_i(\tau')$ such that $I_{f_i(v)} = f_{i+1}(I_v)$, for all $v \in V_i(\tau)$, and $I_{f_{d+1}(v)} = I_v$, for all $v \in V_{d+1}(\tau)$. We let $T_{[0, \ldots, d+1]}(n)$ denote the category formed by $n$-trees with $d + 2$ levels together with isomorphisms as morphisms.

4.3.2. Trees with levels and bar simplices. We generalize the construction of paragraph 4.2.2. We are given a dg-operad $P$, a right $P$-module $L$ and a left $P$-module $R$. A $\mathbb{K}$-module $\tau(L, P, R)$ is associated to each tree with levels $\tau \in T_{[0, \ldots, d+1]}(n)$. An isomorphism of trees with levels $f : \tau \to \tau'$ yields an isomorphism of $\mathbb{K}$-modules $f_* : \tau(L, P, R) \to \tau'(L, P, R)$. We set explicitly

$$\tau(L, P, R) = \left\{ \bigotimes_{v \in V_0(\tau)} L(I_v) \right\} \otimes \left\{ \bigotimes_{v \in V_i(\tau)} P(I_v) \right\} \otimes \left\{ \bigotimes_{v \in V_{d+1}(\tau)} R(I_v) \right\}.$$  

Equivalently, a vertex $v \in V(\tau)$ of level $i = l(v)$ is labelled: by an element $x_v \in L(I_v)$, for $i = 0$; by an operation $p_v \in P(I_v)$, for $i \in \{1, \ldots, d\}$; and by an element $y_v \in R(I_v)$, for $i = d + 1$. We assume that the tensor product $\tau(L, P, R)$ is ordered according to the level of vertices.

As an example, if $\tau$ is the tree with levels displayed in figure 4.2 then we consider tensors $x_1 \otimes p_1 \otimes p_2 \otimes y_1 \otimes y_2 \otimes y_3 \in \tau(L, P, R)$. The vertex $u_1$ is labelled by an element of $L$, namely $x_1 \in L(\{v_1, v_2\})$, the vertices $v_1$ and $v_2$ by operations of $P$, respectively $p_1 \in P(\{w_1, w_2\})$ and $p_2 \in P(\{w_3\})$, and the vertices $w_1$, $w_2$, and $w_3$ by elements of $R$. 

---

**Figure 4.2.**
w_2\text{ and } w_3\text{ by elements of } R, \text{ respectively } y_1 \in R(\{2\}, y_2 \in R(\{4, 1, 6\}) \text{ and } y_3 \in R(\{3, 5\}).

The composite \(\Sigma_*\)-module \(C_d(L, P, R) = L \circ P \circ \cdots \circ P \circ R\) is equivalent to the colimit
\[
C_d(L, P, R)(n) = \operatorname{colim}_{\tau \in T_{[0, \ldots, d+1]}(n)} \tau(L, P, R),
\]
where elements \(x' \in \tau'(L, P, R)\) and \(x \in \tau(L, P, R)\) which correspond under an isomorphism of \(n\)-trees with levels \(f : \tau \to \tau'\) are identified.

**4.3.3. Unit vertices and the case of trivial coefficients.** A unit vertex in a tree is a vertex which has exactly one entry and which can be labelled only by a unit element as in the following figure: \(\bullet\).

We consider the bar construction with coefficients in trivial modules \(L = R = I\). We observe that the \(\mathbb{K}\)-module \(\tau(I, P, I)\) vanishes unless the vertices at levels 0 and \(d + 1\) are all unit vertices. We can remove these unit vertices, so that the tree with \(d + 2\) levels \(\tau\) is equivalent to a tree \(\bar{\tau}\) with \(d\) levels indexed by the integers \(1, \ldots, d\). Accordingly, in the case of trivial coefficients, we consider the category \(T_{[1, \ldots, d]}(n)\) which consists of \(n\)-trees equipped with \(d\) levels indexed by the integers \(1, \ldots, d\). For all \(\bar{\tau} \in T_{[1, \ldots, d]}(n)\), we form the tensor products \(\bar{\tau}(P) = \bigotimes_{i=1}^{d} \{ \bigotimes_{v \in V_i(\tau)} P(I_v) \}\). The module \(C_d(I, P, I)(n)\) is represented by the colimit
\[
C_d(I, P, I)(n) = \operatorname{colim}_{\bar{\tau} \in T_{[1, \ldots, d]}(n)} \bar{\tau}(P).
\]

We obtain similarly
\[
C_d(L, P, I)(n) = \operatorname{colim}_{\tau \in T_{[0, \ldots, d]}(n)} \tau(L, P)
\]
and
\[
C_d(I, P, R)(n) = \operatorname{colim}_{\tau \in T_{[1, \ldots, d+1]}(n)} \tau(P, R).
\]

We remove level \(d + 1\) from tree structures in the first case and level 0 in the second case.

**4.3.4. Degeneracies.** Recall that the degeneracy
\[
s_j : C_d(L, P, R) \to C_{d+1}(L, P, R)
\]
is obtained by inserting a unit morphism \(\eta : I \to P\) between the \(j\)th and \(j + 1\)th operad factors in \(C_d(L, P, R) = L \circ P \circ \cdots \circ P \circ R\).

Accordingly, the image of a tensor \(\bigotimes_{v} x_v \in \tau(L, P, R)\) under a degeneracy \(s_j : C_d(L, P, R) \to C_{d+1}(L, P, R)\) is obtained by inserting unit vertices between the \(j\)th and \(j + 1\)th levels of \(\tau\). More formally, we consider a tree with levels \(s_j(\tau)\) such that
\[
V_k(s_j(\tau)) = \begin{cases} V_k(\tau), & \text{for } k = 0, \ldots, j, j + 1, \\ V_{k-1}(\tau), & \text{for } k = j + 2, \ldots, d + 2. \end{cases}
\]
We have \(s_j(\bigotimes_{v} x_v) \in s_j(\tau)(L, P, R)\). To be more precise, a vertex \(v \in V_k(s_j(\tau))\) of level \(k \neq j + 1\) corresponds to a vertex of \(\tau\) and has unchanged entries \(I_v \subset V_{k+1}(s_j(\tau))\) and an unchanged label \(x_v \in P(I_v)\) in \(s_j(\tau)\). Since we have a bijection \(V_{j+1}(s_j(\tau)) \simeq V_{j+2}(s_j(\tau))\), a vertex \(v \in V_k(s_j(\tau))\) of level \(k = j + 1\) is connected to a vertex of level \(j + 2\) and is labelled by an operad unit \(1 \in P(1)\).

As an example, the \(s_1\)-degeneracy of the tensor \(x_1 \otimes p_1 \otimes p_2 \otimes y_1 \otimes y_2 \otimes y_3 \in \tau(L, P, R)\), introduced in paragraph 4.3.2 is represented in figure 4.3.
4.3.5. Faces and level contractions. We make explicit the process (called level contraction) which gives the $d_i$-face of an element of $C_d(L, P, R)$ represented by a labelled tree. We recall that a face $d_i : C_d(L, P, R) \to C_{d-1}(L, P, R)$ is induced by the product $\mu : P \circ P \to P$ of the $i$th and $i + 1$th copies of the operad $P$ in the composite $C_d(L, P, R) = L \circ P \circ \cdots \circ P \circ R$. In the case $i = 0$ (respectively, $i = d$) we just replace the operad product $\mu : P \circ P \to P$ by the operad action $\lambda : L \circ P \to L$ (respectively, $\rho : P \circ R \to R$).

Accordingly, the image of a tensor $\bigotimes_v x_v \in \tau(L, P, R)$ under a face $d_i : C_d(L, P, R) \to C_{d-1}(L, P, R)$ is obtained by composing the elements of levels $i$ and $i + 1$ in $\tau$ according to the tree structure. More formally, we consider a tree with levels $d_i(\tau)$ such that

$$V_k(d_i(\tau)) = \begin{cases} V_k(\tau), & \text{for } k = 0, \ldots, i, \\ V_{k+1}(\tau), & \text{for } k = i + 1, \ldots, d. \end{cases}$$

We have $d_i(\bigotimes_v x_v) \in d_i(\tau)(L, P, R)$. To be more precise, a vertex $v \in V_k(d_i(\tau))$ of level $k \neq i$ has unchanged entries $I_v \subset V_{k+1}(d_i(\tau))$ and an unchanged label $x_v \in P(I_v)$ (respectively, $x_v \in L(I_v)$, $x_v \in R(I_v)$ in $d_i(\tau)$). We consider a vertex $v_0 \in V_k(d_i(\tau))$ of level $k = i$. In the original tree $\tau$, we have $I_{v_0} = \{v_1, \ldots, v_r\}$, where $v_1, \ldots, v_r \in V_{i+1}(\tau)$. In the tree $d_i(\tau)$, we connect the vertex $v_0$ to the vertices of $I_{v_0} \cap \cdots \cap I_{v_0} \subset V_{i+2}(\tau) = V_{i+1}(d_i(\tau))$. Accordingly, in $d_i(\tau)$, we have $I_{v_0} = I_{v_1} \cap \cdots \cap I_{v_r}$. The operad product $P(\{v_1, \ldots, v_r\}) \otimes P(I_{v_1}) \otimes \cdots \otimes P(I_{v_r}) \to P(I_{v_1} \cap \cdots \cap I_{v_r})$ associates a composite $x_{v_0}(x_{v_1}, \ldots, x_{v_r}) \in P(I_{v_1} \cap \cdots \cap I_{v_r})$ to the elements which label the vertices $v_0, v_1, \ldots, v_r \in \tau(L, P, R)$. We mark the vertex $v$ with this composite $x_{v_0}(x_{v_1}, \ldots, x_{v_r}) \in P(I_{v_0} \cap \cdots \cap I_{v_r})$ in order to obtain the element $d_i(\bigotimes_v x_v) \in d_i(\tau)(L, P, R)$. In cases $i = 0$ and $i = d$, we just replace the operad product above by the operad actions $L(\{v_1, \ldots, v_r\}) \otimes (P(I_{v_1}) \otimes \cdots \otimes P(I_{v_r})) \to L(I_{v_1} \cap \cdots \cap I_{v_r})$ and $P(\{v_1, \ldots, v_r\}) \otimes (R(I_{v_1}) \otimes \cdots \otimes R(I_{v_r})) \to R(I_{v_1} \cap \cdots \cap I_{v_r})$.

As an example, the faces of the tensor $x_1 \otimes p_1 \otimes p_2 \otimes y_1 \otimes y_2 \otimes y_3 \in \tau(L, P, R)$ introduced in paragraph 4.3.2 are represented in figure 4.4.
4.4. The differential graded bar construction

In this section, we give the details of the definition of the differential graded bar construction with coefficients \( B(L, P, R) \). Since \( B(L, P, R) = L \circ \bar{B}(P) \circ R \), an element of \( B(L, P, R) \) is represented by a tree with 3 levels whose vertices are labelled by elements of \( L, \bar{B}(P), R \). Recall that an element of \( \bar{B}(P)(I) \) is represented by a labelled tree \( \tau \) whose entries are in bijection with the elements of \( I \). Consequently, if this element labels a vertex \( v \) in a tree with 3 levels, then the entries of \( \tau \) are in bijection with the entries of \( v \). Therefore, we can replace the vertex \( v \) by the labelled tree \( \tau \) in the construction of \( B(L, P, R) \). We make this construction precise in the next paragraphs. We define the differential of \( B(L, P, R) \) in paragraph 4.4.3.

4.4.1. Composite trees. We consider trees, called composite trees, which are equipped with a lower level, a main level and an upper level. Precisely, a composite \( n \)-tree \( \tau \) is equipped with a map \( l : V(\tau) \to \{l, p, r\} \) which verifies the following properties: we have \( l(v) = r \) if and only if the vertex \( v \) is the target of an entry of the tree; we have \( l(v) = l \) if and only if the vertex \( v \) is the source of the root of the tree; otherwise, we have \( l(v) = p \). Accordingly, let \( e \) be an internal edge of \( \tau \). If \( l(s(e)) = r \), then we have either \( l(t(e)) = p \) or \( l(t(e)) = l \). If \( l(t(e)) = l \), then we have either \( l(s(e)) = p \) or \( l(s(e)) = r \). We may have also \( l(s(e)) = l(t(e)) = p \).

Consequently, the vertex set \( V(\tau) \) is equipped with a partition \( V(\tau) = V_l(\tau) \sqcup V_p(\tau) \sqcup V_r(\tau) \) where \( V_v(\tau) \subset V(\tau) \) consists of vertices \( v \in V(\tau) \) of level \( l(v) = x \). By definition, a vertex \( v \in V(\tau) \) is connected to an entry of the tree if and only if \( v \in V_r(\tau) \). In this case, we have \( I_v \subset \{1, \ldots, n\} \) (the entries of \( v \in V_r(\tau) \) are all entries of the tree).
4.4.2. The expansion of the bar construction with coefficients. We are given a connected dg-operad $P$, a right $P$-module $L$ and a left $P$-module $R$. We associate a dg-module $\tau(L,P,R)$ to each composite tree $\tau \in T_{\{l,p,r\}}(n)$. An isomorphism of composite trees $f : \tau \to \tau'$ induces an isomorphism of dg-modules $f^* : \tau(L,P,R) \to \tau'(L,P,R)$. We set precisely

$$\tau(L,P,R) = \left\{ \bigotimes_{v \in V_l(\tau)} L(I_v) \right\} \otimes \left\{ \bigotimes_{v \in V_p(\tau)} (\Sigma \hat{P})(I_v) \right\} \otimes \left\{ \bigotimes_{v \in V_r(\tau)} R(I_v) \right\}.$$ 

Equivalently, the unique vertex $v \in V_l(\tau)$ is labelled by an element $x \in L(I_v)$, the vertices $v \in V_p(\tau)$ are labelled by elements $\Sigma p \in \Sigma \hat{P}(I_v)$, and the vertices $v \in V_r(\tau)$ by elements $y \in R(I_v)$.

According to the introduction of this section, the composite module

$$B(L,P,R)(n) = L \circ \hat{B}(P) \circ R$$

is equivalent to the colimit

$$B(L,P,R)(n) = \text{colim}_{\tau \in T_{\{l,p,r\}}(n)} \tau(L,P,R),$$

where elements $x' \in \tau'(L,P,R)$ and $x \in \tau(L,P,R)$ which correspond under an isomorphism of composite $n$-trees $f : \tau \to \tau'$ are identified.

As in the context of the simplicial bar construction, if $R = I$ is a trivial module, then we can remove the upper level from tree structures, so that $B(L,P,I)(n) = \text{colim}_{\tau \in T_{\{l,p\}}(n)} \tau(L,P)$. Similarly, if $L = I$, then we have an expansion $B(I,P,R)(n) = \text{colim}_{\tau \in T_{\{p,r\}}(n)} \tau(P,R)$, which involves composite trees without lower level.
4.4.3. The differential of the bar construction with coefficients. The bar differential $\beta : B(L, P, R) \rightarrow B(L, P, R)$ is defined componentwise. We suppose given an element

$$
\left\{ \bigotimes_{v \in V_t(\tau)} x_v \right\} \otimes \left\{ \bigotimes_{v \in V_t(\tau)} \Sigma p_v \right\} \otimes \left\{ \bigotimes_{v \in V_t(\tau)} y_v \right\} \in \tau(L, P, R).
$$

a) We consider a subtree $\sigma_e \subset \tau$ associated to an internal edge $e \in E(\tau)$ as the definition of the differential of the reduced bar construction (see paragraph 3.5.7). We have then $V(\sigma_e) = \{u, v\}$, where $u = l(e)$ and $v = s(e)$. We assume $l(v) = l(u) = p$. The bar differential has a component $\beta^{\tau, \tau'} : \tau(L, P, R) \rightarrow \tau'(L, P, R)$, such that $\tau' = \tau/\sigma_e$. As in the definition of the differential of the reduced bar construction, we consider the homogeneous morphism

$$
\Sigma \tilde{P}(I_u) \otimes \Sigma \tilde{P}(I_v) \rightarrow \Sigma \tilde{P}(I_u \setminus \{v\} \Pi I_v),
$$

induced by the partial composition product of $P$. The collapsed vertex of $\tau/\sigma_e$ is labelled by the partial composite $-\Sigma(p_u \circ_v p_v) \in \tilde{P}(I_u \setminus \{v\} \Pi I_v)$ (see paragraph 3.5.7). The vertices $x \neq u, v$ of $\tau/\sigma_e$ have unchanged label.

b) We consider a subtree $\sigma_e \subset \tau$ as above, but such that $l(v) = p$ and $l(u) = l$. The bar differential has a component $\beta^{\tau, \tau'} : \tau(L, P, R) \rightarrow \tau'(L, P, R)$, such that $\tau' = \tau/\sigma_e$. In this case, we just consider the homogeneous morphism of degree $-1$

$$
L(I_u) \otimes \Sigma \tilde{P}(I_v) \rightarrow L(I_u \setminus \{v\} \Pi I_v)
$$
determined by the right module structure. Accordingly, the collapsed vertex of $\tau/\sigma_e$ is labelled by the partial composite $x_u \circ_v p_v \in L(I_u \setminus \{v\} \Pi I_v)$.

c) The bar differential has also a component

$$
\beta^{\tau, \tau/\sigma} : \tau(L, P, R) \rightarrow \tau/\sigma(L, P, R),
$$

for each subtree $\sigma \subset \tau$ such that $V(\sigma) = \{u\} \Pi \{v_1, \ldots, v_r\}$ where $u \in V_p(\tau)$, $I_u = \{v_1, \ldots, v_r\}$ and $v_1, \ldots, v_r \in V_v(\tau)$. Explicitly, the operad action provides a homogeneous morphism of degree $-1$

$$
\Sigma \tilde{P}(I_u) \otimes R(I_{v_1}) \otimes \cdots \otimes R(I_{v_r}) \rightarrow R(I_{v_1} \Pi \cdots \Pi I_{v_r})
$$

which associates a composite $p_u(y_{v_1}, \ldots, y_{v_r}) \in R(I_{v_1} \Pi \cdots \Pi I_{v_r})$ to the elements $\Sigma p_v \in \Sigma \tilde{P}(I_{v_i})$ and $y_{v_i} \in R(I_{v_i})$, $\ldots, y_{v_r} \in R(I_{v_r})$ which label the vertices $u, v_1, \ldots, v_r$ in $\tau(L, P, R)$. The collapsed vertex of the quotient tree $\tau/\sigma$ is labelled by the composite element $-p_u(y_{v_1}, \ldots, y_{v_r}) \in R(I_{v_1} \Pi \cdots \Pi I_{v_r})$. A vertex $x \neq u, v_1, \ldots, v_r$ of $\tau$ has an unchanged label in $\tau/\sigma$.

\textbf{Signs:} As usual, the differential $\beta : B(L, P, R) \rightarrow B(L, P, R)$ involves signs which are produced by reordering permutations in the tensor product $\tau(L, P, R)$ (see paragraphs 3.4.7, 3.4.8 and paragraph 3.5.7 about the differential of the reduced bar construction). In order to determine these signs, we can assume that the homogeneous map $\beta^{\tau, \tau'}$, which has degree $-1$, is moved through $\tau(L, P, R)$. Notice that an additional sign is inserted in the definition of paragraphs 4.4.3a) and 4.4.3c). These conventions make these components of the differential agree with faces of the simplicial bar construction.

4.4.4. The bar construction as a quasi-free bimodule. We recall that the chain complex $B(P, P, P)$ is both a quasi-free right $P$-module and a quasi-free left $P$-module, since we have by definition $B(P, P, P) = P \circ B(P) \circ P$. We would like to point out that the differential of $B(P, P, P)$ can be deduced from the constructions of paragraphs 2.1.11 and 2.1.12 (about quasi-free modules). We
consider also the bar construction $B(I, P, P) = \bar{B}(P) \circ P$, which forms a quasi-free right $P$-module, and the bar construction $B(P, P, I) = P \circ \bar{B}(P)$, which forms a quasi-free left $P$-module.

We recall that elements of the reduced bar construction $\bar{B}(P) = B(I, P, P)$ are identified with elements of the bar construction with coefficients $B(P, P, P)$ which have unit vertices in lower and upper levels. We have similar identifications for the elements of $\bar{B}(P) \circ P = B(I, P, P)$ and $P \circ \bar{B}(P) = B(P, P, I)$.

The internal differential of the reduced bar construction $\beta : \bar{B}(P) \to \bar{B}(P)$ induces a differential on the composite module $B(P, P, P) = P \circ \bar{B}(P) \circ P$. Clearly, in the differential of the bar constructions with coefficients, the edge contractions of paragraph 4.4.3(b) are components of this induced differential.

Let us observe that the edge contractions of paragraph 4.4.3(b) are components of a bimodule derivation

$$d_{\theta_L} : P \circ \bar{B}(P) \circ P \to P \circ \bar{B}(P) \circ P.$$  

Furthermore, since the bimodule $B(P, P, P) = P \circ \bar{B}(P) \circ P$ is quasi-free, this derivation is determined by a homogeneous morphism

$$\theta_L : \bar{B}(P) \to P \circ \bar{B}(P) \circ P$$

which represents the restriction of the derivation to $\bar{B}(P) \subset B(P, P, P)$ (cf. paragraphs 2.1.11 and 2.1.12). Accordingly, in order to obtain the morphism $\theta_L$, we consider edge contractions of elements of $\bar{B}(P) \subset B(P, P, P)$. In this case, the process of paragraph 4.4.3(b) returns elements of $P \circ \bar{B}(P) \subset B(P, P, P)$. Therefore, we have in fact $\theta_L(B(P)) \subset P \circ \bar{B}(P)$.

Similarly, the tree contractions of paragraph 4.4.3(b) are components of a bimodule derivation

$$d_{\theta_R} : P \circ \bar{B}(P) \circ P \to P \circ \bar{B}(P) \circ P.$$  

This derivation is determined by a homogeneous morphism

$$\theta_R : \bar{B}(P) \to P \circ \bar{B}(P) \circ P$$

which represents the restriction of the derivation to $\bar{B}(P) \subset B(P, P, P)$. We have in fact $\theta_L(B(P)) \subset \bar{B}(P) \circ P$.

4.4.5. One-sided bar constructions as quasi-free modules. For general coefficients, we have $B(L, P, R) = L \circ_P B(P, P, P) \circ_P R$ and the differential of $B(L, P, R)$ is induced by the differential of $B(P, P, P)$. Let us observe that the derivation $d_{\theta_L} : P \circ \bar{B}(P) \circ P \to P \circ \bar{B}(P) \circ P$ vanishes on $B(I, P, P)$ and $d_{\theta_R} : P \circ \bar{B}(P) \circ P \to P \circ \bar{B}(P) \circ P$ vanishes on $B(P, P, I)$. Consequently, for trivial coefficients on the right hand side, the differential $\beta : B(P, P, I) \to B(P, P, I)$ is induced by the internal differential of the reduced bar construction and by the derivation

$$d_{\theta_L} : P \circ \bar{B}(P) \to P \circ \bar{B}(P)$$

determined by the homogeneous morphism $\theta_L : \bar{B}(P) \to P \circ \bar{B}(P)$ according to the process of paragraph 2.1.12. Symmetrically, for trivial coefficients on the left hand side, the differential $\beta : B(I, P, P) \to B(I, P, P)$ is induced by the internal differential of the reduced bar construction and by the derivation

$$d_{\theta_R} : \bar{B}(P) \circ P \to \bar{B}(P) \circ P$$

determined by the homogeneous morphism $\theta_R : \bar{B}(P) \to \bar{B}(P) \circ P$ according to the process of paragraph 2.1.11.
4.5. Twisting cochains

In this section, we would like to point out that the derivations

\[ d_{\theta_R} : B(I, P, P) \to B(I, P, P) \quad \text{and} \quad d_{\theta_L} : B(P, P, I) \to B(P, P, I) \]

are associated to a homogeneous morphism \( \phi : B(P) \to P \) called a twisting cochain.

In general, we are given a cooperad \( D \) and an operad \( P \). We consider a homogeneous morphism \( \phi : D \to P \) to which we associate a homogeneous morphism \( d_{\phi_R} : D \circ P \to D \circ P \) which is both a derivation of right \( P \)-modules and a coderivation of left \( D \)-comodules. We say that \( \phi \) is a twisting cochain provided \( d_{\phi_R} : D \circ P \to D \circ P \) defines a differential on the composite \( \Sigma_\ast \)-module \( C = D \circ P \).

We have a symmetrical construction for the composite \( \Sigma_\ast \)-module \( C = P \circ D \).

We borrow this notion of a twisting cochain from E. Getzler and J. Jones (cf. [30]). We recall the construction of the differentials \( d_{\phi_R} \) and \( d_{\phi_L} \) in the next paragraph. We explain how to recover the differentials of the bar construction from this general setting in paragraph 4.5.2.

4.5.1. Twisting cochains. As explained in the introduction of this section, we are given a homogeneous morphism \( \phi : D \to P \) of degree \(-1\) and we make explicit the associated biderivations \( d_{\phi_R} : D \circ P \to D \circ P \) and \( d_{\phi_L} : P \circ D \to P \circ D \).

As in the definition of the reduced cobar construction, the partial coproducts of a cooperad \( D \) determine a morphism \( \nu : D \to F_{(2)}(D) \) which is homogeneous of degree \(0\). We consider also the operad product \( \mu : P \circ P \to P \). We observe that \( \phi : D \to P \) induces homogeneous morphisms of degree \(-1\)

\[ \phi_R : F_{(2)}(D) \to D \circ P \quad \text{and} \quad \phi_L : F_{(2)}(D) \to P \circ D. \]

To be explicit, we recall that an element of \( F_{(2)}^c(D) \) is represented by a labelled tree \( \tau \) with two vertices \( u \) and \( v \) (cf. figure [3.6]). We assume that the lower and upper vertices of \( \tau \) are labelled by \( x \in D(I_u) \) and \( y \in D(I_v) \) respectively. We set precisely \( \phi_R(x \otimes y) = x(\ldots, \phi(y), \ldots, 1) \in D \circ P \) and \( \phi_L(x \otimes y) = \phi(x)(1, \ldots, y, \ldots, 1) \in P \circ D \). Graphically, these elements are represented by the labelled trees with two levels of figure [4.6].

The biderivations \( d_{\phi_R} : D \circ P \to D \circ P \) and \( d_{\phi_L} : P \circ D \to P \circ D \) are given by the composites

\[
D \circ P \xrightarrow{\nu \circ P} F_{(2)}^c(D) \circ P \xrightarrow{\phi_R \circ P} D \circ P \circ P \xrightarrow{D \circ \mu} D \circ P
\]

and

\[
P \circ D \xrightarrow{P \circ \nu} P \circ F_{(2)}^c(D) \xrightarrow{P \circ \phi_L} P \circ P \circ D \xrightarrow{\mu \circ D} P \circ D.
\]

4.5.2. The universal twisting cochain. We consider the composite of the projection morphism

\[ F_c^c(\Sigma \bar{P}) = \bigoplus_{r=0}^{\infty} F_{(r)}^c(\Sigma \bar{P}) \to F_{(1)}^c(\Sigma \bar{P}) \]

with the canonical isomorphism

\[ F_{(1)}^c(\Sigma \bar{P}) \simeq \Sigma \bar{P}, \]

so that we obtain a homogeneous morphism \( \phi : B(P) = F_c^c(\Sigma \bar{P}) \to P \) of degree \(-1\). According to E. Getzler and J. Jones, this definition gives a universal twisting cochain \( \phi : D \to P \) on the bar cooperad \( D = B(P) \) (cf. [30]).
For our purposes, we verify only that the derivations \( d_\theta : \overline{B}(P) \circ P \to \overline{B}(P) \circ P \) and \( d_\phi : P \circ \overline{B}(P) \to P \circ \overline{B}(P) \), defined in paragraph 4.4.3, agree with the derivations \( d_\phi : \overline{B}(P) \circ P \to \overline{B}(P) \circ P \) and \( d_\phi : P \circ \overline{B}(P) \to P \circ \overline{B}(P) \) associated to the universal twisting cochain \( \phi : \overline{B}(P) \to P \). In fact, in the case of the universal twisting cochain \( \phi : \overline{B}(P) \to P \), the composite morphisms

\[
\overline{B}(P) \xrightarrow{\nu} F_{(2)}(\overline{B}(P)) \xrightarrow{\phi_R} \overline{B}(P) \circ P
\]

and

\[
\overline{B}(P) \xrightarrow{\nu} F_{(2)}(\overline{B}(P)) \xrightarrow{\phi_L} \overline{B}(P) \circ P
\]
drop simply extremal vertices from labelled trees (which represent elements of \( \overline{B}(P) \)). Consequently, the restriction of the derivation \( d_\phi \) to the module \( \overline{B}(P) \subset \overline{B}(P) \circ P \) agree with \( d_\theta \). So are \( d_\phi \) and \( d_\theta \). The conclusion follows.

4.6. The levelization morphism

We define the levelization morphism \( \phi(L, P, R) : B_*(L, P, R) \to N_*(L, P, R) \) in this section. We prove in lemma 4.6.5 that the levelization morphism is a morphism of chain complexes. We assume that \( P \) is a connected operad, \( L \) is a right \( P \) module and \( R \) is a connected left \( P \) module.

4.6.1. Levelization of composite trees. We define a relation between composite trees and certain trees with levels. We introduce the word levelization for this process.

We assume that \( \tau^i \) is a tree with \( d + 2 \) levels such that, for \( i = 1, \ldots, d \), the set \( V_i(\tau^i) \) has only one non-unital vertex \( v_i \in V_i(\tau^i) \). We recall that a unit vertex
is a vertex which has exactly one entry and which can be labelled only by a unit element. We associate a composite tree \( \tau \) to the level tree \( \tau' \) by removing all unit vertices in \( \tau' \). We set precisely \( V_0(\tau) = V_0(\tau'), \) \( V_p(\tau) = \{ v_1, \ldots, v_d \}, \) and \( V_v(\tau) = V_{d+1}(\tau') \). A sequence of edges in \( \tau' \)
\[
\begin{array}{ccccccc}
u & e_1 & 1 & e_2 & \cdots & e_{m-1} & 1 & \cdots & v
\end{array}
\]
where intermediate vertices are all unit vertices, defines an edge from \( u \) to \( v \) in the composite tree \( \tau \).

We call the level tree \( \tau' \) a levelization of the associated composite tree \( \tau \). We observe that a levelization \( \tau' \) of a given composite tree \( \tau \) is determined by a bijection \( l : V_p(\tau) \to \{ 1, \ldots, d \} \) such that \( l(t(e)) < l(s(e)) \) for all edges \( e \in E(\tau) \) which have \( s(e) \in V_p(\tau) \) and \( t(e) \in V_p(\tau) \). Precisely, we can arrange the vertices of \( \tau \) on levels of \( \tau' \) according to the map \( l : V_p(\tau) \to \{ 1, \ldots, d \} \). As an example, the composite tree of figure 4.5 has 2 levelizations \( \tau^{1_1} \) and \( \tau^{1_2} \), which are represented in figure 4.7

4.6.2. Observation. We assume that \( \tau' \) is a levelization of a composite tree \( \tau \). We have a canonical isomorphism \( \tau'(L, P, R) \cong \tau(L, P, R) \).

Proof. We let \( v_i \in V(\tau) \) denote the vertex of \( \tau \) which lies on level \( i \) in \( \tau' \). We have
\[
\tau'(L, P, R) = \bigg\{ \bigotimes_{v \in V_1(\tau)} L(I_v) \bigg\} \otimes \bigg\{ \bigotimes_{i=1}^d P(I_{v_i}) \bigg\} \otimes \bigg\{ \bigotimes_{v \in V_v(\tau)} R(I_v) \bigg\},
\]
because operad units and unital vertices can be removed from the definition of the module \( \tau'(L, P, R) \). We recall that this tensor product is ordered according to the level of vertices. We consider the isomorphism
\[
\Sigma^d \tau'(L, P, R) \simeq \bigg\{ \bigotimes_{v \in V_1(\tau)} L(I_v) \bigg\} \otimes \bigg\{ \bigotimes_{i=1}^d \Sigma P(I_{v_i}) \otimes R(I_{v_i}) \bigg\} \otimes \bigg\{ \bigotimes_{v \in V_v(\tau)} R(I_v) \bigg\}
\]
which moves suspensions from left to right. For that purpose, we generalize the definition of paragraph 3.5.2. In particular, we assume that our isomorphism involves a sign yielded by the permutation of suspension symbols with homogeneous tensors.

4.6.3. Example. As an example, we consider the composite tree \( \tau \) of figure 4.5 and the associated trees with levels \( \tau^{1_1} \) and \( \tau^{1_2} \), represented in figure 4.7. Suppose given an element
\[
x_1 \otimes \Sigma p_1 \otimes \Sigma p_2 \otimes y_1 \otimes \cdots \otimes y_5 \\
\in L(I_{u_1}) \otimes \Sigma \hat{P}(I_{v_1}) \otimes \Sigma \hat{P}(I_{v_2}) \otimes R(I_{w_1}) \otimes \cdots \otimes R(I_{w_5}) \quad \tau(L, P, R)
\]
The levelization process gives
\[
x_1 \otimes \Sigma p_1 \otimes \Sigma p_2 \otimes y_1 \otimes \cdots \otimes y_5 \\
\mapsto \pm x_1 \otimes \{ p_1 \otimes 1 \} \otimes \{ 1 \otimes 1 \otimes p_2 \} \otimes \{ y_1 \otimes \cdots \otimes y_5 \} \in \tau^{1_1}(L, P, R);
\]
\[
x_1 \otimes \Sigma p_1 \otimes \Sigma p_2 \otimes y_1 \otimes \cdots \otimes y_5 \\
\simeq \pm x_1 \otimes \Sigma p_2 \otimes \Sigma p_1 \otimes y_1 \otimes \cdots \otimes y_5 \\
\mapsto \pm x_1 \otimes \{ 1 \otimes p_2 \} \otimes \{ p_1 \otimes 1 \otimes 1 \} \otimes \{ y_1 \otimes \cdots \otimes y_5 \} \in \tau^{1_2}(L, P, R).
\]
On the other hand, we have a canonical isomorphism \( \tau^{li}(L, P, R) \cong \tau^{l2}(L, P, R) \) defined by tensor permutations (after removing operad units from tensor products). But, as in paragraph 3.5.2, this isomorphism makes the isomorphisms
\[
\tau(L, P, R) \cong \tau^{l1}(L, P, R) \quad \text{and} \quad \tau(L, P, R) \cong \tau^{l2}(L, P, R)
\]
differ by the sign \(-1\), since the levelization process involves a permutation of suspension symbols.

4.6.4. The levelization morphism. The levelization morphism
\[
\phi(L, P, R) : B(L, P, R) \to N(L, P, R)
\]
is defined componentwise. Namely, for each composite tree \( \tau \), we add the isomorphisms
\[
\tau(L, P, R) \cong \tau^l(L, P, R) \subset N(L, P, R)
\]
associated to levelizations of \( \tau \).
4.6.5. Lemma. The levelization process defines a natural morphism of dg-modules

\[ \phi(L, P, R) : B(L, P, R) \rightarrow N(L, P, R). \]

This morphism is an embedding provided that \( P \) is a connected operad and \( R \) is a connected \( \Sigma_* \)-module.

Proof. We check that the levelization morphism preserves differentials. We are given a composite tree \( \tau \) of degree \( d \). We recall that the bar differential has a component \( \beta^\tau/\sigma : \tau(L, P, R) \rightarrow \tau/\sigma(L, P, R) \) for each subtree \( \sigma \subset \tau \) such that \( V(\sigma) = \{u\} \sqcup I_u \), where \( u \in V_p(\sigma) \) and \( I_u \subset V_r(\tau) \), and for each subtree \( \sigma = (\nu \xrightarrow{e} \omega) \) where \( u \in V_p(\sigma) \) or \( u \in V_l(\sigma) \) and \( v \in V_p(\sigma) \). In the first case, all levelizations of the differential \( \beta^\tau/\sigma \) occur as the \( d_0 \)-face of a uniquely determined levelization of \( \tau \), which has the vertex \( u \) on level \( d \). In the second case, all levelizations of the differential \( \beta^\tau/\sigma \) occur as the \( d_i \)-face of a uniquely determined levelization of \( \tau \), which has the vertex \( u \) on level \( i \) and the vertex \( v \) on level \( i+1 \). We prove that the faces \( d_i(\tau^l) \) which do not occur in this correspondence cancel two by two.

We consider a level contraction \( d_i(\tau^l) \), where \( \tau^l \) is a levelization of \( \tau \). We assume that \( \tau^l \) is determined by a bijection \( l : V_p(\tau) \rightarrow \{1, \ldots, d\} \). We consider the case \( i = d \) which gives a contraction of the top levels of \( \tau^l \). We let \( u \in V(\tau) \) denote the vertex of \( \tau \) which lies on level \( d \) in \( \tau^l \). We have by definition \( I_u \subset V_{d+1}(\tau^l) = V_r(\tau) \). We consider the subtree \( \sigma \subset \tau \) such that \( V(\sigma) = \{u\} \sqcup I_u \). We observe that the contraction of levels \( d \) and \( d+1 \) in \( \tau^l \) is equivalent to the contraction of the tree \( \sigma \) in \( \tau \). More precisely, the tree \( d_0(\tau^l) \) coincides with the levelization of \( \tau/\sigma \) determined by the map \( l' : V_p(\tau/\sigma) \rightarrow \{1, \ldots, d-1\} \) such that \( l'(w) = l(w) \) for all \( w \in V_p(\tau) \setminus \{u\} \). Moreover, we observe that the isomorphisms involved in the definition of the levelization morphism match in a commutative diagram

\[
\begin{array}{ccc}
\tau(L, P, R) & \xrightarrow{\sim} & \tau^l(L, P, R) \\
\beta^\tau/\sigma & \downarrow & \downarrow (\neg)^d \delta \\
\tau/\sigma(L, P, R) & \xrightarrow{\sim} & d_0(\tau^l)(L, P, R)
\end{array}
\]

We assume now \( 0 \leq i < d-1 \). We let \( u \) (respectively, \( v \)) denotes the non-unital vertex of \( \tau \) which lies on level \( i \) (respectively, \( i+1 \)) in \( \tau^l \). There are 2 possibilities: the vertices \( u \) and \( v \) are either connected by an edge \( e \in E(\tau) \) or not. In the first case, the contraction of levels \( i \) and \( i+1 \) in \( \tau^l \) is equivalent to the contraction of the subtree \( \sigma_e = (\underbrace{u \xrightarrow{e} v}) \) in \( \tau \). To be more precise, the tree \( d_i(\tau^l) \) coincides with the levelization of \( \tau/\sigma_e \) determined by the map \( l' : V_p(\tau/\sigma_e) \rightarrow \{1, \ldots, d-1\} \) such that: \( l'(x) = l(x) \), if \( x \in V_p(\tau) \) satisfies \( l(x) < i \); \( l'(\sigma_e) = i \); and \( l'(x) = l(x) - i \), if \( x \in V_p(\tau) \) satisfies \( l(x) > i + 1 \). Moreover, we have a commutative diagram

\[
\begin{array}{ccc}
\tau(L, P, R) & \xrightarrow{\sim} & \tau^l(L, P, R) \\
\beta^\tau/\sigma_e & \downarrow & \downarrow (\neg)^i \delta \\
\tau/\sigma_e(L, P, R) & \xrightarrow{\sim} & d_i(\tau^l)(L, P, R)
\end{array}
\]

In the second case, we have a unique levelization \( \tau'' \)) such that \( d_i(\tau') = d_i(\tau'') \). As an example, the levelizations of figure 4.7 have the same \( d_1 \)-face. In general, the tree \( \tau'' \) is determined by the map \( l' : V_p(\tau) \rightarrow \{1, \ldots, d\} \) which has
l'(u) = i + 1, l'(v) = i and which agrees with l(x) for vertices x \neq u, v. We have a canonical isomorphism \( \tau'(L, P, R) \simeq \tau(L, P, R) \), since, after removing unit vertices, the tensor products \( \tau'(L, P, R) \) and \( \tau(L, P, R) \) differ by a transposition \( P(I_v) \otimes P(I_u) \simeq P(I_u) \otimes P(I_v) \). On one hand, this isomorphism \( \tau'(L, P, R) \simeq \tau(L, P, R) \) fits in the commutative diagram

\[
\begin{array}{ccc}
\tau''(L, P, R) & \xrightarrow{d_i} & d_i(\tau')(L, P, R) \\
\downarrow & & \downarrow \\
\tau'(L, P, R) & \xrightarrow{d_i} & d_i(\tau)(L, P, R)
\end{array}
\]

On the other hand, as in the example of paragraph 4.6.2, the isomorphism makes the levelizations

\[
\tau(L, P, R) \xrightarrow{\simeq} \tau'(L, P, R) \quad \text{and} \quad \tau(L, P, R) \xrightarrow{\simeq} \tau(L, P, R)
\]

differ by the sign \(-1\), because the levelization process involves permutations of suspension symbols. We conclude that the \( d_i \)-face of \( \tau'(L, P, R) \) is cancelled by the \( d_i \)-face of \( \tau(L, P, R) \).

4.6.6. The example of the associative operad. We give a few indications about the example of the associative operad \( \mathcal{A} \). We know from [30] E. Getzler and J. Jones, and [31] V. Ginzburg and M. Kapranov that the differential graded bar construction \( \mathcal{B}(\mathcal{A}) \) is related to the cellular complex of Stasheff’s associahedron. We recall that the associahedron \( K_n \), introduced by J. Stasheff in [32], is an \( n - 2 \)-dimensional polyhedron whose \( d \)-dimensional faces \( K_d \subset K_n \) are indexed by planar trees \( \tau \) with \( n - 1 - d \) inner vertices and \( n \) entries. We have a face inclusion \( K_{\tau'} \subset K_\tau \) if and only if \( \tau' \) is a quotient of \( \tau \). We let \( C_*(K_n) \) denote the cell complex of \( K_n \).

We have precisely

\[
\mathcal{B}_d(\mathcal{A})(n) = C_{n-1-d}(K_n)^{\vee} \otimes \mathbb{K}[\Sigma_n].
\]

We recall that \( \mathcal{A}(n) \) is the regular representation of \( \Sigma_n \). In the definition of \( \mathcal{B}_d(\mathcal{A}) \), the labelling of an abstract \( n \)-tree by elements of the associative operad \( p_v \in \mathcal{A}(I_v) \) is equivalent to an embedding of \( \tau \) in the plane. In the definition of the associahedron, the entries of a planar tree are indexed by \( 1, \ldots, n \) according to the orientation of the plane. On the other hand, in the expansion of \( \mathcal{B}_d(\mathcal{A}) \), we consider planar trees indexed by any permutation of \( 1, \ldots, n \). Therefore, in the relation above, we insert a tensor product by the regular representation of \( \Sigma_n \).

The simplicial bar construction \( \mathcal{N}(\mathcal{A}) \) is related to the cellular complex of Milgram’s permutohedron. We have precisely

\[
\mathcal{N}_d(\mathcal{A})(n) = C_{n-1-d}(P_{n-1})^{\vee} \otimes \mathbb{K}[\Sigma_n].
\]

Classically, the permutohedron \( P_{n-1} \), introduced by J. Milgram in [34], is an \( n - 2 \)-dimensional polyhedron whose faces are indexed by ordered partitions of \( \{1, \ldots, n-1\} \). On observe that such partitions are equivalent to planar trees \( \tau \) with \( n \) entries and level structures (cf. S. Saneblidze and R. Umble [27]). Therefore, as for associahedra, we obtain a relation \( \mathcal{N}_d(\mathcal{A})(n) = C_{n-1-d}(P_{n-1})^{\vee} \otimes \mathbb{K}[\Sigma_n] \). In fact, it is classical that Milgram’s permutohedron \( P_{n-1} \) is Poincaré dual to a simplicial set, namely to the Coxeter complex of \( \Sigma_{n-1} \) (cf. M. Kapranov [22]). The relationship between the simplicial bar construction \( \mathcal{N}_s(\mathcal{A}) \) and the normalized...
chain complex of this simplicial set is deduced from the relationship between planar
trees with levels and partitions.

One has a cellular map $P_{n-1} \rightarrow K_n$ defined by using the relationship be-
tween planar trees with levels and planar trees (cf. J.-L. Loday and M. Ronco [50], S. Saneblidze and R. Umble [77], A. Tonks [84]). The levelization morphism
$B_\ast(A) \rightarrow N_\ast(A)$ is clearly the chain morphism induced by this cellular map.

4.7. Proofs

We prove the results stated in section 4.1. We are given a connected dg-operad
$P$. We assume that $L$ is a right $P$-module and $R$ is a connected left $P$-module.
We recall that the levelization morphism defines an embedding of chain complexes
$\phi(L, P, R) : B_\ast(L, P, R) \hookrightarrow N_\ast(L, P, R)$ (cf. lemma 4.6.5).

4.7.1. Lemma. The extra degeneracy of the simplicial bar construction $s_{-1} : N_d(P, P, R) \rightarrow N_{d+1}(P, P, R)$ verifies $s_{-1}(B_d(P, P, R)) \subset B_{d+1}(P, P, R)$.

Proof. By definition, the extra degeneracy

$$s_{-1} : N_d(P, P, R) \rightarrow N_{d+1}(P, P, R)$$

is obtained by inserting one unit vertex in the zero level of trees. From this picture, it should be clear that the extra degeneracy preserves levelizations. Formally, if $\tau$ is a composite tree, then we let $s_{-1}(\tau)$ denotes the composite tree obtained by putting a unit vertex in the lower level of vertices $V_l(s_{-1}(\tau))$ and which has $V_p(s_{-1}(\tau)) = V_l(\tau) \amalg V_p(\tau)$ and $V_v(s_{-1}(\tau)) = V_v(\tau)$. We have a canonical morphism $\tau(P, P, R) \rightarrow s_{-1}(\tau)(P, P, R)$. Explicitly, we assume that the bottom vertex $u \in V_l(\tau)$ in the tree $\tau$ is labelled by the operation $p_u \in P(I_u)$. Then, in the tree $s_{-1}(\tau)$, we mark this vertex by the suspension $\Sigma p_u \in \Sigma \tilde{P}(I_u)$, if $p_u \in \tilde{P}(I_u)$, and by 0, if $p_u \in \mathbb{K}$. The vertices $v \in V_p(\tau)$ have unchanged labels $\Sigma P_v \in \Sigma \tilde{P}(I_v)$ in $s_{-1}(\tau)$ and so do the vertices $v \in V_v(\tau)$.

Any levelization of $s_{-1}(\tau)$ keeps necessarily the vertex of $V_l(\tau)$ in level 1 and, consequently, is equivalent to the $s_{-1}$-degeneracy of a levelization of $\tau$. We conclude that the insertion process above corresponds to the $s_{-1}$-degeneracy in $N_\ast(L, P, R)$.

The next statement is a direct consequence of the previous lemma:

4.7.2. Lemma. The augmentation $\epsilon(P, P, R) : B(P, P, R) \rightarrow R$ is a quasi-

isomorphism of left $P$-modules.

To be precise, the bar differential $\beta : B_\ast(P, P, R) \rightarrow B_{\ast-1}(P, P, R)$ has a chain homotopy supplied by the restriction of the extra degeneracy $s_{-1} : B_\ast(P, P, R) \rightarrow B_{\ast+1}(P, P, R)$. The conclusion of lemma 4.7.2 follows immediately.

In the case $R = P$, we obtain the following result:

4.7.3. Lemma. The augmentation $\epsilon(P, P, P) : B(P, P, P) \rightarrow P$ is a quasi-

isomorphism of $P$-bimodules.

We deduce the next lemma from the result above and from theorem 2.1.14 about derived composition products.

4.7.4. Lemma. The augmentation $\epsilon(L, P, P) : B(L, P, P) \rightarrow L$ is a quasi-

isomorphism of right $P$-modules.
The induced morphism $P$- obstruction

The dg-module $B(P, P, P)$ is a quasi-free left $P$-module, since we have by construction $B(P, P, P) = P \circ B(I, P, P)$. The dg-operad $P$ is obviously a free left $P$-module. We have explicitly $P = P \circ I$. We deduce from theorem 2.1.14 that the induced morphism

$$L \circ_P \epsilon(P, P, P) : L \circ_P B(P, P, P) \to L \circ_P P$$

is a quasi-isomorphism. This proves the lemma, because this morphism is identified with the augmentation $\epsilon(L, P, P) : B(L, P, P) \to L$.

We are now in position to achieve the proof of theorem 4.1.8

4.7.5. Lemma. The levelization morphism

$$\phi(L, P, R) : B(L, P, R) \to N(L, P, R)$$

is a quasi-isomorphism.

Proof. We deduce this result from theorem 2.1.14. To be explicit, we have a quasi-isomorphism of right $P$-modules $\phi(L, P, P) : B(L, P, P) \to N(L, P, P)$, because the chain complexes $B(L, P, P)$ and $N(L, P, P)$ are both quasi-isomorphic to $L$. The right $P$-module $B(L, P, P)$ is quasi-free by definition. Moreover, we observe in paragraph 4.1.12 that the right $P$-module $N(L, P, P)$ is quasi-free. We conclude from theorem 2.1.14 that the induced morphism

$$\phi(L, P, P) \circ_P R : B(L, P, P) \circ_P R \to N(L, P, P) \circ_P R$$

is a quasi-isomorphism. Namely, the lemma follows from this assertion, since we have the identity $\phi(L, P, R) = \phi(L, P, P) \circ_P R$.

4.8. Quasi-free resolutions of operads and bar constructions

We give a proof of proposition 3.1.12. More precisely, one verifies easily that the morphism of free operads $\epsilon : F(\Sigma^{-1}F^c(\Sigma P)) \to P$ introduced in proposition 3.1.12 defines a morphism of dg-operads $\epsilon : B^c(\tilde{B}(P)) \to P$. We prove that this morphism is a quasi-isomorphism.

4.8.1. The cobar construction with coefficients. We consider the cobar construction of a dg-cooperad $D$ with coefficients in a right $D$-comodule $L$ and a left $D$-comodule $R$, whose definition is dual to that of the bar construction of a dg-operad. We obtain a complex $B^c(L, D, R)$ such that $B^c(L, D, R) = L \circ B^c(D) \circ R$ and that satisfies the dual of the properties proved in section 4.7. In particular, the chain complexes $B^c(D, D, I)$ and $B^c(I, D, D)$ are acyclic. The differential of $B^c(L, D, R)$ is also determined by a twisting cochain $\psi : D \to \tilde{B}^c(D)$ provided by the canonical inclusion $\Sigma^{-1}D \hookrightarrow F(\Sigma^{-1}D)$.

To be more specific, we consider the chain complex $B^c(D, D, I) = D \circ \tilde{B}^c(D)$, which is equipped with the internal differential of the cooperad $D$, with the internal differential of the reduced cobar construction $\tilde{B}^c(D)$ and with the coderivation $d_{\psi R} : D \circ \tilde{B}^c(D) \to D \circ \tilde{B}^c(D)$ associated to the twisting cochain $\psi : D \to \tilde{B}^c(D)$ (see paragraph 4.5.1). In general, the chain complex associated to a twisting cochain forms a quasi-free module. Therefore:

4.8.2. Fact. The cobar construction $B^c(D, D, I) = D \circ \tilde{B}^c(D)$ forms a quasi-free right $\tilde{B}^c(D)$-module.
We consider the complex $B^c(D, D, I)$ in the case $D = \check{B}(P)$.

**4.8.3. Lemma.** The composition product $\check{B}(P) \circ \epsilon : \check{B}(P) \circ \check{B}^c(\check{B}(P)) \to \check{B}(P) \circ P$, where $\epsilon : \check{B}^c(\check{B}(P)) \to P$ is the morphism of dg-operads provided by proposition 3.1.12, defines a morphism of chain complexes from the cobar complex $B^c(\check{B}(P), \check{B}(P), \check{I}) = \check{B}(P) \circ \check{B}^c(\check{B}(P))$ to the bar complex $B(I, P, P) = \check{B}(P) \circ P$.

**Proof.** We deduce this lemma from the description of differentials by twisting cochains (cf. section 4.5). Namely, the differential of the chain complex $B(I, P, P) = \check{B}(P) \circ P$ consists of the internal differential of the reduced bar construction $\check{B}(P)$ and of a derivation $d_{\phi_L} : \check{B}(P) \circ P \to \check{B}(P) \circ P$ induced by a certain twisting cochain $\phi : \check{B}(P) \to P$ (see paragraph 4.5.2). Similarly, the differential of $B^c(\check{B}(P), \check{B}(P), I) = \check{B}(P) \circ \check{B}^c(\check{B}(P))$ consists of the internal differentials of $\check{B}^c(\check{B}(P))$ and $\check{B}(P)$ and of a derivation $d_{\psi_L} : D \circ \check{B}^c(D) \to D \circ \check{B}^c(D)$ induced by the twisting cochain $\psi : \check{B}(P) \to \check{B}^c(\check{B}(P))$ defined above.

The morphism $\epsilon : \check{B}^c(\check{B}(P)) \to P$ is compatible with operad differentials. Therefore, the associated map $\check{B}(P) \circ \epsilon : \check{B}(P) \circ \check{B}^c(\check{B}(P)) \to \check{B}(P) \circ P$ preserves internal differentials. We observe that $\epsilon : \check{B}^c(\check{B}(P)) \to P$ is also compatible with twisting cochains. In fact, the definitions imply immediately that the diagram

$$\begin{array}{ccc}
\check{B}(P) & \xrightarrow{\psi} & \check{B}^c(\check{B}(P)) \\
\phi \downarrow & & \downarrow \epsilon \\
P & & P
\end{array}$$

is commutative. We deduce readily from this property that the map $\check{B}(P) \circ \epsilon : \check{B}(P) \circ \check{B}^c(\check{B}(P)) \to \check{B}(P) \circ P$ preserves the differentials determined by twisting cochains. The conclusion follows.

**Proof of proposition 3.1.12.** We are now in position to deduce proposition 3.1.12 from our comparison theorem. The cobar complex $B^c(\check{B}(P), \check{B}(P), \check{I}) = \check{B}(P) \circ \check{B}^c(\check{B}(P))$ forms a quasi-free right $\check{B}^c(\check{B}(P))$-module. The bar complex $B(I, P, P) = \check{B}(P) \circ P$ forms a quasi-free right $P$-module. The indecomposable quotient of these modules is identified with the bar complex $\check{B}(P)$. The map $\check{B}(P) \circ \epsilon : \check{B}(P) \circ \check{B}^c(\check{B}(P)) \to \check{B}(P) \circ P$ defines a morphism of right $\check{B}^c(\check{B}(P))$-modules and reduces to the identity morphism on indecomposable quotients. This morphism is automatically a quasi-isomorphism because both sides form acyclic chain complexes. In this situation, we deduce from the comparison theorem 2.1.13 that $\epsilon : \check{B}^c(\check{B}(P)) \to P$ is a quasi-isomorphism. This achieves the proof of proposition 3.1.12.

Part 5. Koszul duality for operads

We define the Koszul dual of an operad in this chapter. We follow closely the classical theory of Koszul algebras set by S. Priddy in [62] (see also A. Beilinson, V. Ginzburg and W. Soergel [71]). As mentioned in the prologue, we generalize constructions of [31] V. Ginzburg and M. Kapranov. To be precise, our results hold in positive characteristic and are valid for a larger class of quadratic operads (see paragraphs 5.2.5 and 5.2.7).

**5.1. Weight graded operads**

**5.1.1. Weight graded objects.** In this section, we consider $\mathbb{K}$-modules $V$ equipped with a weight grading, which is equivalent to a splitting $V = \bigoplus_{s=0}^{\infty} V_{(s)}$. 
In the case of a dg-module $V$, we assume that the homogeneous components $V(s)$ are sub-dg-modules of $V$. A tensor product of weight graded modules is equipped with a canonical weight grading. We have explicitly $V \otimes W = \bigoplus_{n=0}^{\infty} (V \otimes W)(n)$, where $(V \otimes W)(n) = \bigoplus_{s+t=n} V(s) \otimes W(t)$. Consequently, the weight graded modules form a symmetric monoidal category.

In principle, the sign $\pm$ which occurs in a symmetry isomorphism $\epsilon(V, W)(v \otimes w) = \pm w \otimes v$, where $v \in (V(s))_i$ and $w \in (W(t))_j$, is determined by differential degrees $|v| = i$ and $|w| = j$ (see paragraphs 0.4 and 0.5). Accordingly, we assume that weights do not contribute to commutation signs. In particular, no sign occur in the symmetry isomorphism of weight graded $\mathbb{K}$-modules which are not equipped with a differential graded structure.

5.1.2. Weight graded operads. The definitions of chapter 1 make sense in the context of weight graded modules, since weight graded modules form a symmetric monoidal category. In particular, a composite of weight graded $\Sigma_*$-modules $M \circ N$ is equipped with a canonical weight grading. An operad $P$ equipped with a splitting $P = \bigoplus_{s=0}^{\infty} P(s)$ is a weight graded operad if the operad composition product $P \circ P \to P$ preserves weight gradings. Dually, a cooperad $D$ together with a splitting $D = \bigoplus_{s=0}^{\infty} D(s)$ is a weight graded cooperad if the coproduct $D \to D \circ D$ preserves weight gradings.

More explicitly, an operad $P$ is weight graded provided that a partial composite of homogeneous elements $p \in P(s)(m)$ and $q \in P(t)(n)$ satisfies $p \circ q \in P(s+t)(m+n-1)$. Accordingly, we observe that any operad $P$ is equipped with a canonical weight grading. We set precisely

$$P(s)(r) = \begin{cases} P(r), & \text{if } s = r - 1, \\ 0, & \text{otherwise.} \end{cases}$$

We note that, according to this definition, we have $P(-1)(r) = P(0)$, if $r = 0$, and $P(-1)(r) = 0$, otherwise. Consequently, we have no component in negative weight if and only if the operad satisfies $P(0) = 0$.

5.1.3. On connected operads. We observe that the operad unit $1 \in P(1)$ of a weight graded operad is necessarily homogeneous of weight 0. An operad $P$ is connected in regard to a weight grading if we have $P(0)(r) = \mathbb{K}1$, for $r = 1$, and $P(0)(r) = 0$, for $r \neq 1$.

Consider the canonical weight grading defined in paragraph 5.1.2. We observe that the operad $P$ has no component in negative weight if and only if $P(0) = 0$. We assume that this property holds for a connected operad. We have in addition $P(0)(r) = P(1)$, if $r = 1$, and $P(0)(r) = 0$, otherwise. Therefore, an operad $P$ is connected in regard to the canonical weight grading if and only if $P(0) = 0$ and $P(1) = \mathbb{K}1$.

The results of this chapter hold for all operads $P$ which are connected in regard to a weight grading and which have $P(0) = 0$, because the theorems of chapters 2, 3 and 4 (from which we deduce our results) can be generalized in this context. For that purpose, one has just to replace operadic gradings by weight gradings in the spectral sequences of sections 2.4 and 3.6. In this article, we assume that all connected operads verify $P(1) = \mathbb{K}1$ for simplicity (so that the results of chapters 2, 3 and 4 hold without changes), but only the relation $P(0) = 0$ is crucial.
5.1.4. Homogeneous ideals. We consider homogeneous operad ideals \( R \subseteq P \) which have a weight decomposition \( R = \bigoplus_{n=0}^{\infty} R(n) \) such that \( R(n) = R \cap P_{(n)} \).

As an example, the augmentation ideal of a connected operad \( \tilde{P} \) which have a weight decomposition.

We have the following classical property:

As an example, the augmentation ideal of a connected operad \( \tilde{P} \) is homogeneous.

We have the following classical property:

The next statement is a straightforward generalization of this property:

5.1.5. Fact. The quotient of a weight graded operad by a homogeneous ideal is equipped with a natural weight grading.

We observe in section 3.4 that a free operad is equipped with a natural weight grading.

The next statement is a straightforward generalization of this property:

5.1.6. Proposition. We assume that \( M \) is a \( \Sigma_* \)-module equipped with a weight grading \( M = \bigoplus_{n=0}^{\infty} M(n) \). The homogeneous components of the free operad \( F_{(r)}(M) \) are equipped with an internal splitting into weight components

\[
F_{(r)}(M) = \bigoplus_{s=0}^{\infty} F_{(r)}(M(s)).
\]

This internal weight grading is preserved by composition products and is characterized by the relation \( F_{(1)}(M(s)) = M(s) \).

If the \( \Sigma_* \)-module \( M \) is equipped with the canonical weight grading (explicitly, if we have \( M_{(n-1)}(n) = M(n) \) and \( M_{(s)}(n) = 0 \) for \( s \neq n - 1 \)), then so is the free operad. Explicitly, we have \( F_{(r)}(M_{(n-1)}(n)) = F_{(r)}(M(n)) \) and \( F_{(r)}(M_{(s)}(n)) = 0 \) for \( s \neq n - 1 \).

If the \( \Sigma_* \)-module \( M \) is equipped with a trivial weight grading (explicitly, if \( M_{(1)}(n) = M(n) \) and \( M_{(s)}(n) = 0 \) for \( s \neq 1 \)), then we have \( F_{(r)}(M_{(1)}(n)) = F_{(r)}(M(n)) \) and \( F_{(r)}(M_{(s)}(n)) = 0 \) for \( s \neq r \).

**Proof.** We recall that the \( \mathbb{K} \)-module \( F_{(r)}(M)(n) \) is generated by composite elements

\[
(\cdots((x_1 \circ_{i_1} x_2) \circ_{i_2} \cdots) \circ_{i_r} x_r)
\]

where \( x_1 \in M(n_1), \ldots, x_r \in M(n_r) \) (see paragraph 1.1.9). If these elements \( x_1, \ldots, x_r \) are all homogeneous of respective weights \( s_1, \ldots, s_r \), then the composite above is homogeneous of weight \( s_1 + \cdots + s_r \), because an operad composition product is supposed to preserve weight gradings. Therefore, the free operad is equipped with an internal weight grading which is characterized by the properties stated in the proposition.

Equivalently, we consider the treewise expansion of the free operad (see paragraph 3.4.5):

\[
F_{(r)}(M)(n) = \text{colim}_{\tau \in T_r(n)} \tau(M).
\]

We have by definition \( \tau(M) = \bigotimes_{v \in V(\tau)} M(I_v) \). Accordingly, the \( \mathbb{K} \)-module \( \tau(M) \) is equipped with the weight grading of a tensor product. In addition, an isomorphism of trees \( f : \tau \to \tau' \) gives a homogeneous morphism of weight graded modules \( f_* : \tau(M) \to \tau'(M) \). We conclude that the free operad \( F_{(r)}(M) \) is equipped with a weight grading.

The remainder assertions of the proposition are straightforward consequences of this construction. Similarly, by analyzing the structure of the tensor product \( \tau(M) \), we obtain:
5.1.7. Lemma. We assume that $M$ is a weight-graded $\Sigma_s$-module which has $M(s) = 0$. In this situation, the internal grading of the free operad $F(M)$ satisfies $F(r)(M)(r) = F(r)(M(1))$ and $F(r)(M)(s) = 0$ for $r > s$.

Proof. We have a splitting

$$\tau(M) = \bigotimes_{v \in V(\tau)} \left\{ M(1)(I_v) \oplus M(2)(I_v) \oplus \cdots \right\} = \bigotimes_{v \in V(\tau)} M(1)(I_v) \oplus \cdots .$$

If we assume $\tau \in T(r)(n)$ (explicitly, if we assume that $\tau$ has $r$ vertices), then the leading term of this expansion has weight $r$. The conclusion follows.

5.2. Koszul operads

We deduce the following proposition from an analogue of theorem 5.1.6 in the context of a cofree cooperad $F^c(M)$:

5.2.1. Lemma. We assume that $P$ is a weight graded operad. The reduced bar construction $\bar{B}(P)$ is equipped with a canonical weight grading and forms a weight graded cooperad. To be more precise, each homogeneous component of the bar construction is equipped with an internal splitting $\bar{B}_d(P) = \bigoplus_{s=0}^{\infty} \bar{B}_d(P)(s)$ such that $\beta(\bar{B}_d(P))(s) \subset \bar{B}_{d-1}(P)(s)$.

Proof. We set $\bar{B}_d(P)(s) = F^c_{(d)}(\Sigma \bar{P})(s)$. We observe that the homogeneous morphism $\delta : F(2)(\Sigma \bar{P}) \rightarrow \Sigma \bar{P}$, which is determined by the partial composition products of $P$ (see lemma 3.5.5), is homogeneous with respect to weight gradings, because so are the partial composition products. We deduce readily that the associated coderivation $\beta = d_\delta$ (see paragraphs 3.4.8 and 3.5.7) preserves homogeneous weight components.

The next property is a direct corollary of lemma 5.1.7.

5.2.2. Lemma. If we assume that $P$ a connected weight graded operad, then we have $\bar{B}_d(P)(s) = F^c_{(s)}(\Sigma \bar{P})(1))$ and $\bar{B}_d(P)(s) = 0$ for $d > s$.

5.2.3. The Koszul construction. We are given a connected operad $P$ graded by weights (as in lemma 5.2.2). We consider the weight graded $\Sigma_s$-module $K(P)$ such that

$$K(P)(s) = H_s(\bar{B}_s(P)(s), \beta).$$

Since $\bar{B}_d(P)(s) = 0$ for $d > s$, we obtain equivalently

$$K(P)(s) = \ker(\beta : \bar{B}_s(P)(s) \rightarrow \bar{B}_{s-1}(P)(s)$$,

so that the $\Sigma_s$-module $K(P)$ forms a subcomplex of the bar construction $\bar{B}(P)$.

We would like to mention that the $K$-module $K(P)(s)$ has an internal differential graded structure as long as $P$ is a differential graded operad. In particular, the $K$-module $K(P)(s)$ is equipped with an internal differential $\delta : (K(P)(s))_s \rightarrow (K(P)(s))_{s-1}$ induced by the differential of $P$ and deduced from the internal differential of the bar construction $\delta : (\bar{B}_s(P)(s))_s \rightarrow (\bar{B}_s(P)(s))_{s-1}$. In general, for simplicity, we assume that the differential of $P$ is zero, so that the module $K(P)(s)$ is equipped with an internal grading but has no internal differential. If we assume in addition that $P$ is a non graded operad (if the modules $P(r)$ are concentrated in degree 0), then we observe that the modules $(\bar{B}_d(P)(s))_s$ are concentrated in total degree $* = d$. Consequently, in this situation, the modules $K(P)(s)$ are concentrated in degree $* = s$. 
We have a dual construction for connected weight graded cooperads $D$. In this context, the cobar complex satisfies $\overline{B}^c_s(D)_{(s)} = F(I) (\Sigma^{-1} D_{(1)})$ and $\overline{B}^c_d(D)_{(s)} = 0$ for $d > s$. We set
\[
\overline{K}^c(D)_{(s)} = H^s(\overline{B}^c_s(D)_{(s)}, \beta).
\]
We have equivalently
\[
\overline{K}^c(D)_{(s)} = \ker(\beta : \overline{B}^c_{s-1}(D)_{(s)} \to \overline{B}^c_s(D)_{(s)}),
\]
so that the $\Sigma_*$-module $\overline{K}^c(D)$ forms a quotient complex of the cobar construction $\overline{B}^c(D)$.

5.2.4. Lemma. Let $P$ be a connected weight graded operad. The associated $\Sigma_*$-module $\overline{K}(P)$ is a subcooperad of the reduced bar construction $\overline{B}(P)$. Dually, the $\Sigma_*$-module $\overline{K}^c(D)$, associated to a connected weight graded cooperad $D$, is a quotient operad of the reduced cobar construction $\overline{B}^c(D)$.

Proof. We mention in paragraph 2.1.3 that the homology of a dg-operad is equipped with the structure of a graded operad. In the situation of the lemma, we verify that the cokernel $\overline{K}^c(D)_{(s)} = \ker(\beta : \overline{B}^c_{s-1}(D)_{(s)} \to \overline{B}^c_s(D)_{(s)})$ has induced partial composition products equipped with the structure of a graded operad. In the situation of the lemma, $\overline{K}^c(D)$ is a subcooperad of the reduced bar construction $\overline{B}(P)$.

In the dual context, we prove that the coproduct of the bar operad $\nu : \overline{B}^c(P) \to \overline{B}(P) \circ \overline{B}(P)$ preserves $\overline{K}(P) \subset \overline{B}(P)$. According to the expansion of the composite $\overline{K}^c(P) \circ \overline{B}(P)$, we consider tensor products of the kernel $\overline{K}^c(P)_{(s)} = \ker(\beta : \overline{B}^c_s(P)_{(s)} \to \overline{B}^c_{s-1}(P)_{(s)})$ with $\mathbb{K}$-modules $\overline{B}^c_n(P)_{(s)}$. Therefore, the assertion about the $\Sigma_*$-module $\overline{K}(P)$ holds provided that the bar operad $\overline{B}(P)$ is projective as a $\mathbb{K}$-module. But, if the operad $P$ is connected, then the bar operad $\overline{B}(P)$ has a direct sum expansion which consists of tensor products of $\mathbb{K}$-modules $P(n)$. Consequently, if $P$ is projective as a $\mathbb{K}$-module, then so is $\overline{B}(P)$.

One observes that cooperads $\overline{K}(P)$ and operads $\overline{K}^c(D)$ can be described by generators and relations. For this purpose, we introduce the following notion which generalizes a definition of V. Ginzburg and M. Kapranov (cf. [31]).

5.2.5. Quadratic operads. We define a quadratic operad $P$ to be a quotient $P = F(M)/(R)$, where $(R)$ is an ideal of the free operad $F(M)$ generated by a $\Sigma_*$-module $R$ such that $R \subset F_{(2)}(M)$. We have a dual notion of a quadratic cooperad. According to this definition, the ideal $(R)$ is homogeneous in the free operad $F(M)$, provided $F(M)$ is equipped with its natural weight grading $F(M) = \bigoplus_{n=0}^{\infty} F_n(M)$. Consequently, a quadratic operad $P$ has a natural weight grading defined by the relation $P_{(r)} = F_{(r)}(M)/F_{(r)}(M) \cap (R)$. We note that $P_{(0)} = I$, $P_{(1)} = M$ and $P_{(2)} = F_{(2)}(M)/R$. The relation $P_{(0)} = I$ implies that a quadratic operad is connected in regard to its weight grading. In general, we assume that the $\Sigma_*$-module $M$ satisfies $M(0) = 0$, so that the associated quadratic operad verifies also $P_{(0)} = 0$ and $P_{(1)} = \mathbb{K}1$.

We observe that the structure of a quadratic operad $P$ is determined by the weight grading $P = \bigoplus_{r=0}^{\infty} P_{(r)}$ and by the homogeneous components $P_{(1)} \subset P$ and $P_{(2)} \subset P$. More precisely, the generating module $M$ is determined by the relation $P_{(1)} = M$. Moreover, the quotient map $F(M) \to P$ is necessarily induced by the
morphism of $\Sigma_*$-modules $M \xrightarrow{\cong} P_{(1)} \hookrightarrow P$. Then, the module of relations $R \subseteq F_2(M)$ of a quadratic operad $P$ is determined by the relation $P_{(2)} = F_2(M)/R$, because this relation gives $R = \ker(F_2(M) \rightarrow P_{(2)})$.

**5.2.6. Lemma.** We let $P$ be a connected weight graded operad. The cooperad $\bar{K}(P)$ is quadratic and is determined by the relations

$$\bar{K}(P)_{(1)} = \Sigma \bar{P}_{(1)}$$

and

$$\bar{K}(P)_{(2)} = \ker(\beta : F_2^c(\Sigma \bar{P}_{(1)}) \rightarrow \Sigma \bar{P}_{(2)}).$$

We have in particular $\bar{K}(P)_{(0)} = 1$, so that $\bar{K}(P)$ is clearly connected.

Dually, we let $D$ be a connected weight graded cooperad. The operad $\bar{K}^c(D)$ is quadratic and is determined by the relations

$$\bar{K}^c(D)_{(1)} = \Sigma^{-1}\bar{D}_{(1)}$$

and

$$\bar{K}^c(D)_{(2)} = \coker(\beta : \Sigma^{-1}\bar{D}_{(2)} \rightarrow F_2(\Sigma^{-1}\bar{D}_{(1)})).$$

We have in particular $\bar{K}^c(D)_{(0)} = 1$, so that $\bar{K}^c(D)$ is connected.

**Proof.** We generalize some arguments of Ginzburg-Kapranov (cf. loc. cit.). For instance, in the case of a cooperad, we have clearly $\bar{K}^c(D)_{(0)} = 1$ and $\bar{K}^c(D)_{(1)} = \Sigma^{-1}\bar{D}_{(1)}$. Moreover, by lemma 5.2.2, the $\Sigma_*$-module $\bar{K}^c(D)_{(r)}$ is a quotient of $\bar{K}^c(D)_{(r)} = F_r(\Sigma^{-1}\bar{D}_{(1)})$. Then, it is straightforward to observe that the image of the cobar differential

$$\beta(F_{(r-1)}(\Sigma^{-1}\bar{D})_{(r)}) \subset F_{(r)}(\Sigma^{-1}\bar{D})_{(r)}$$

defines the operad ideal generated by $R = \beta(\Sigma^{-1}\bar{D}_{(2)}) \subset F_{(2)}(\Sigma^{-1}\bar{D}_{(1)})$, because the $\Sigma_*$-module $F_{(r-1)}(\Sigma^{-1}\bar{D})_{(r)}$ consists of treewise tensors

$$\bigotimes_{v \in V(r)} \Sigma^{-1}q_v \in \bigotimes_{v \in V(r)} \Sigma^{-1}\bar{D}_{(s)}(I_v)$$

in which one factor $\Sigma^{-1}q_{v_0} \in \Sigma^{-1}\bar{D}_{(s)}(I_{v_0})$ has weight $s = 2$ and all other factors $\Sigma^{-1}q_v \in \Sigma^{-1}\bar{D}_{(s)}(I_v)$, $v \neq v_0$, have weight $s = 1$. By construction, the cobar differential maps these tensors to elements

$$\beta(\Sigma^{-1}q_{v_0}) \otimes \left\{ \bigotimes_{v \neq v_0} \Sigma^{-1}q_v \right\} \in F_{(r)}(\Sigma^{-1}\bar{D}_{(1)})$$

and gives all composites of $F(\Sigma^{-1}\bar{D}_{(1)})$ which have a factor in $R = \beta(\Sigma^{-1}\bar{D}_{(2)})$. The conclusion follows.

**5.2.7. The quadratic duality of operads according to V. Ginzburg and M. Kapranov.** In this paragraph, we give the relationship between the Koszul construction $P \mapsto \bar{K}(P)$ and the quadratic duality operation $P \mapsto P^!$ defined by V. Ginzburg and M. Kapranov in [31] for certain quadratic operads. As alluded to in the introduction, the Koszul construction $P \mapsto \bar{K}(P)$ is more general than the quadratic duality operation $P \mapsto P^!$. To be precise, one considers connected operads $P$ together with the canonical weight grading of operads, introduced in paragraph 5.1.2.

$$P_{(s)}(r) = \begin{cases} P(r), & \text{if } s = r - 1, \\ 0, & \text{otherwise}. \end{cases}$$
In this context, the construction of V. Ginzburg and M. Kapranov gives an operad $P$ which can be deduced from the cooperad $\bar{K}(P)$ by the relation:

$$\bar{K}(P)(r) = \Sigma^{r-1} P^!(r)^{\vee} \otimes \text{sgn}_r.$$  

(To be more precise, this relation holds provided that the ground ring $\mathbb{K}$ is a field and the operad $P$ consists of finitely generated $\mathbb{K}$-modules.) Equivalently, the Koszul construction $\bar{K}(P)$ coincides with the cooperad denoted by $P^\perp$ in 
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Let us make explicit the presentation by generators and relations of the operad $\bar{K}(P)^{\vee}$ in order to explain this relationship. First, if the operad $P$ is equipped with the canonical weight grading of operads, then so is the associated cooperad $\bar{K}(P)$. In particular, we obtain:

$$\bar{K}(1)(P)(r) = \begin{cases} \Sigma \bar{P}(2), & \text{if } r = 2, \\ 0, & \text{otherwise}, \end{cases}$$

and

$$\bar{K}(2)(P)(r) = \begin{cases} \ker(\beta : F_2^c(\Sigma \bar{P})(3) \to \Sigma \bar{P}(3)), & \text{if } r = 3, \\ 0, & \text{otherwise}. \end{cases}$$

Consequently, we have $\bar{K}(P)^{\vee} = F(M)/(R^\perp)$ where $M(2) = \bar{K}(P)(2)^{\vee} = \Sigma^{-1} \bar{P}(2)^{\vee}$ and $M(r) = 0$ for $r \neq 2$. The $\mathbb{K}$-module $R^\perp \subset F(2)(M)$, which satisfies also $R^\perp(r) = 0$ for $r \neq 3$, is determined by the short exact sequence

$$0 \to R^\perp(3) \to F(2)(M)(3) \to R(3)^{\vee} \to 0,$$

where $R(3) = \ker(\beta : F_2^c(\Sigma \bar{P})(3) \to \Sigma \bar{P}(3))$.

We refer to the article of V. Ginzburg and M. Kapranov for calculations in the classical cases $P = \mathcal{C}, \mathcal{A}, \mathcal{L}$. We recall these results in paragraph $6.2$

5.2.8. Koszul operads. We say that a connected and weight graded operad $P$ is Koszul if the inclusion morphism $\bar{K}(P) \hookrightarrow \bar{B}(P)$ is a quasi-isomorphism. In this situation, the cooperad $\bar{K}(P)$ is called the Koszul dual of $P$.

Let us recall that we assume tacitely that any $\Sigma_r$-module $M$ is projective as $\mathbb{K}$-module. Therefore, a Koszul operad $P$ is assumed to be projective as a $\mathbb{K}$-module as well as the dual cooperad $\bar{K}(P)$. In fact, the bar construction $\bar{B}(P)$ is projective as a $\mathbb{K}$-module, as long as $P$ has this property (see paragraph $3.6.1$). But, the cooperad $\bar{K}(P)$ is defined by a kernel. Therefore, if $\mathbb{K}$ is a Dedekind ring, then $\bar{K}(P)$ is automatically projective as a $\mathbb{K}$-module. Otherwise, there is no general reason to ensure this property.

Dually, a connected weight graded cooperad $D$ is Koszul if the quotient morphism $\bar{B}^c(D) \to \bar{K}^c(D)$ is a quasi-isomorphism. If the ground ring $\mathbb{K}$ is not a field, then a Koszul cooperad $D$ is also assumed to be projective as a $\mathbb{K}$-module as well as the dual operad $\bar{K}^c(D)$.

5.2.9. Lemma. We assume that $D$ is a connected weight graded cooperad equipped with a trivial differential $\delta = 0$ and such that the sequence $D(r)$ consists of finitely generated projective $\mathbb{K}$-modules. If $D$ is Koszul, then so is the dual operad $D^{\vee}$. Moreover, we have $\bar{K}(D^{\vee}) = \bar{K}^c(D)^\vee$.

We assume that $P$ is a connected weight graded operad equipped with a trivial differential $\delta = 0$ and such that the sequence $P(r)$ consists of finitely generated projective $\mathbb{K}$-modules. If $P$ is Koszul, then so is the dual cooperad $P^{\vee}$. Moreover, we have $\bar{K}^c(P^{\vee}) = \bar{K}(P)^{\vee}$. 

then, for a fixed weight $s$, \[ g \] Hence, we obtain immediately \[ \overline{g} \] gives \[ 0 \to \overline{K}^c(D)^{(s)} \to B_{\delta}^{c}(D)^{(s)} \to B_{\delta-1}^{c}(D)^{(s)} \].

Hence, we obtain immediately $\overline{K}^{c}(D) = \overline{K}^{c}(D)^{\vee}$. If $D$ is a Koszul cooperad, then, for a fixed weight $s$, the quotient morphism

\[ \overline{B}^{c}(D)^{(s)}(n) \to \overline{K}^{c}(D)^{(s)}(n) \]

is a quasi-isomorphism of finitely generated complexes of projective $K$-modules.

We deduce from standard results of homological algebra that the $K$-dual morphism has also this property. Therefore, the operad $D^{\vee}$ is Koszul.

Similarly, in the dual case of a Koszul operad $P$, we obtain a quasi-isomorphism

\[ \overline{B}(P)^{(s)}(n) \to \overline{K}(P)^{(s)}(n). \]

We have also $\overline{B}(P)^{\vee} = \overline{B}^{c}(P^{\vee})$ (cf. proposition 3.1.11). Consequently, the cobar complex $\overline{B}^{c}(P^{\vee})$ satisfies

\[ H_{d}(\overline{B}_{\delta}^{c}(P^{\vee})^{(s)},\beta) = \begin{cases} \overline{K}(P)^{(s)}, & \text{if } d = s, \\ 0, & \text{otherwise.} \end{cases} \]

We conclude that $P^{\vee}$ is a Koszul cooperad and the dual operad verifies $\overline{K}^{c}(P^{\vee}) = \overline{K}(P)^{\vee}$.

\section{5.2.10. Lemma.}

We assume that $P$ is a connected weight graded operad equipped with a trivial differential $\delta = 0$. If $P$ is Koszul, then so is the cooperad $\overline{K}(P)$ and, moreover, we have $P = \overline{K}^{c}(\overline{K}(P))$. (As a by-product, we deduce from this relation that a Koszul operad $P$ is necessarily quadratic.)

Dually, we assume that $D$ is a connected weight graded cooperad equipped with a trivial differential $\delta = 0$. If $D$ is Koszul, then so is the operad $\overline{K}^{c}(D)$ and, moreover, we have $D = \overline{K}(\overline{K}^{c}(D))$. (As a by-product, we deduce from this relation that a Koszul cooperad $D$ is necessarily quadratic.)

**Proof.** We deduce these assertions from lemmas 5.2.12 below. Explicitly, if $P$ is Koszul, then we have a quasi-isomorphism $\overline{B}^{c}(\overline{K}(P)) \to P$. Consequently, if $P$ is equipped with a trivial internal differential $\delta = 0$, then we obtain

\[ H_{-d}(\overline{B}^{c}(\overline{K}(P))^{(s)},\beta) = \begin{cases} P^{(s)}, & \text{if } d = s, \\ 0, & \text{otherwise.} \end{cases} \]

The conclusion follows immediately. The arguments are similar in the dual case of a Koszul cooperad $D$.

\section{5.2.11. Koszul resolutions.}

We have morphisms of dg-operads

\[ \overline{B}^{c}(\overline{K}(P)) \to \overline{B}^{c}(\overline{B}(P)) \to P. \]

The first morphism is induced by the inclusion of cooperads $\overline{K}(P) \hookrightarrow \overline{B}(P)$. By the comparison theorem of quasi-free operads (cf. theorem 3.2.1), this morphism is a quasi-isomorphism if and only if $P$ is Koszul. The next morphism is provided by proposition 3.1.12 and is a quasi-isomorphism for all operads (which are projective as $K$-modules). As a conclusion, we can record the following statement:
5.2.12. Proposition. We assume that $P$ is a connected weight graded operad. The canonical morphism
\[ \tilde{B}^c(K(P)) \rightarrow P \]
is a quasi-isomorphism if and only if $P$ is Koszul.

In addition, we have the following result, which is a corollary of proposition 3.2.6.

5.2.13. Proposition. We assume $P$ is a Koszul operad. We let $\tilde{K}(P)$ denote the coaugmentation coideal of the Koszul construction of $P$. If $Q = F(M)$ is a cofibrant quasi-free resolution of $P$ such that $M(0) = M(1) = 0$, then we have a quasi-isomorphism of $d_\Sigma$-modules $M \xrightarrow{\sim} \Sigma^{-1}\tilde{K}(P)$. Conversely, if we are given a resolution of $\Sigma^{-1}\tilde{K}(P)$ by projective $\Sigma$-modules, let $M \xrightarrow{\sim} \Sigma^{-1}\tilde{K}(P)$, then we have a cofibrant quasi-free resolution of $P$ such that $Q = F(M)$.

5.3. Koszul complexes and characterization of Koszul operads

5.3.1. The Koszul construction with coefficients. We give a characterization of Koszul operads in theorem 5.3.3. For this purpose, we introduce Koszul complexes with coefficients $K(L, P, R)$. We set $K(L, P, R) = L \circ \tilde{K}(P) \circ R$. We have also $\bar{K}(L, P, R) = L \circ \tilde{K}(P, P, P) \circ R$. As in the definition of the differential of $B(L, P, R)$ by twisting cochains (cf. section 4.5), the differential of $K(P, P, P)$ can be determined by a homogeneous morphism $\phi : \tilde{K}(P) \rightarrow P$. In fact, this morphism is defined by the composite of the inclusion morphism $\tilde{K}(P) \hookrightarrow \bar{B}(P)$ and the twisting cochain of the bar construction $\phi : \bar{B}(P) \rightarrow P$.

Now, we consider precisely the derivations of quasi-free modules
\[ d_{\phi_R} : \tilde{K}(P) \circ P \rightarrow \tilde{K}(P) \circ P \quad \text{and} \quad d_{\phi_L^P} : P \circ \tilde{K}(P) \rightarrow P \circ \tilde{K}(P) \]
yielded by the process of paragraph 4.5.1. The differential of $K(I, P, P) = \tilde{K}(P) \circ P$ (respectively, $K(P, I, P) = P \circ \tilde{K}(P, P)$) reduce to this derivation $d_{\phi_R}$ (respectively, $d_{\phi_L^P}$). Since $K(P, P, P) = P \circ K(I, P, P)$ and $K(P, P, P) = K(P, P, I) \circ P$, we have also induced derivations of $P$-bimodules $d_{\phi_R^P} : K(P, P, P) \rightarrow K(P, P, P)$ and $d_{\phi_L^P} : K(P, P, P) \rightarrow K(P, P, P)$. The differential of $K(P, P, P)$ is the sum of these derivations.

Finally, according to definitions, the inclusion morphism $\tilde{K}(P) \hookrightarrow \bar{B}(P)$ is a morphism of dg-cooperads and preserves the twisting cochains which determine the differentials of $K(L, P, R)$ and $B(L, P, R)$. Accordingly:

5.3.2. Lemma. We are given a connected weight graded operad $P$, a right $P$-module $L$ and a connected left $P$-module $R$. The inclusion morphism $L \circ \tilde{K}(P) \circ R \hookrightarrow L \circ \bar{B}(P) \circ R$ makes the Koszul construction with coefficients $K(L, P, R) = L \circ \tilde{K}(P) \circ R$, a subcomplex of the bar construction with coefficients $B(L, P, R) = L \circ \bar{B}(P) \circ R$.

The next theorem gives the main result of the theory of Koszul operads. In our framework, this theorem is a straightforward corollary of the comparison theorem of chapter 2.

5.3.3. Theorem. We let $P$ be a connected weight graded operad. If the ground ring $\mathbb{K}$ is not a field, then we assume that the operad $P$ is projective as a $\mathbb{K}$-module (as usual) as well as that the associated cooperad $\tilde{K}(P)$.

The following assertions are equivalent:
(a) the inclusion morphism $\tilde{K}(P) \hookrightarrow \bar{B}(P)$ is a quasi-isomorphism;
(b) the chain complex \( K(I, P, P) \) is acyclic;
(c) the chain complex \( K(P, P, I) \) is acyclic.

If the operad \( P \) has a trivial internal differential \( \delta = 0 \), then property (a) holds if and only if \( H_d(\bar{B},(P)_{(s)},(s),\beta) = 0 \) for \( d \neq s \).

Moreover, if these properties are satisfied, then the inclusion morphism

\[
K(L, P, R) \hookrightarrow B(L, P, R)
\]

is a quasi-isomorphism for all right \( P \)-modules \( L \) and all connected left \( P \)-modules \( R \).

**Proof.** The equivalence between properties (a), (b) and (c) is a corollary of the comparison theorem \[2.1.13\]. To be precise, according to this result, the inclusion morphism \( K(P) \hookrightarrow B(P) \) is a quasi-isomorphism if and only if so are the induced inclusion morphisms \( K(I, P, P) \hookrightarrow B(I, P, P) \) and \( K(P, P, I) \hookrightarrow B(P, P, I) \). But, we know from lemma \[4.1.3\] that the chain complexes \( B(I, P, P) \) and \( B(P, P, I) \) are acyclic. Therefore, properties (a), (b) and (c) are equivalent.

Similarly, the last assertion of theorem \[5.3.3\] is a direct consequence of theorem \[2.1.14\] because we have \( K(L, P, R) = L \circ_P K(P, P, P) \circ_R R \).

We have a dual result for the cobar construction of a connected weight graded cooperad.

**5.3.4. Koszul homology of algebras over an operad.** We recall that an algebra over an operad \( P \) is equivalent to a left \( P \)-module \( R \) which has \( R(r) = 0 \) for \( r \neq 0 \) (see paragraph \[2.1.6\]). We consider the chain complexes \( K_*(I, P, R) \) and \( N_*(I, P, R) \) associated to such left \( P \)-modules \( R \). We have clearly \( K_*(I, P, R)(r) = N_*(I, P, R)(r) = 0 \) for \( r \neq 0 \). Finally, we have chain complexes of \( \mathbb{K} \)-modules \( K_*(I, P, A) \) and \( N_*(I, P, A) \) associated to all \( P \)-algebras \( R(0) = A \). Furthermore, our constructions (see theorem \[4.1.8\] and lemma \[5.3.2\]) supply a natural morphism of chain complexes

\[
K_*(I, P, A) \rightarrow N_*(I, P, A).
\]

In positive characteristic, the Koszul property does not imply that this comparison morphism is a quasi-isomorphism, because the left \( P \)-module equivalent to a \( P \)-algebra is not a connected \( \Sigma_\ast \)-module. We can observe that \( N_*(I, P, A) \) is nothing but the cotriple complex considered by J. Beck (cf. \[10\]) and by P. May (cf. \[9\]). We define the Koszul homology of a \( P \)-algebra to be the homology of the chain complex \( K_*(I, P, A) \).

We can assume that \( A \) is a free \( P \)-algebra \( A = S(P, V) \). In this case, we obtain readily

\[
K_*(I, P, S(P, V)) = S(K_*(I, P, P), V)
\]

and

\[
\]

The cotriple homology of a free \( P \)-algebra vanishes for general reasons. But, on the other hand, the Koszul property does not imply that the Koszul complex \( K_*(I, P, S(P, V)) = S(K_*(I, P, P), V) \) is acyclic, although the coefficients \( K_*(I, P, P) \) form an acyclic complex of \( \Sigma_\ast \)-modules. This result holds for instance if \( K_*(I, P, P) \) is a chain complex of projective \( \Sigma_\ast \)-modules, but not in general. We have only the following implication:

**5.3.5. Proposition.** If the Koszul homology of a free \( P \)-algebra \( A = S(P, V) \) vanishes, then the Koszul complex \( K_*(I, P, P) \) is acyclic.
PROOF. We observe that the functor $C : \mathcal{F} \rightarrow \Sigma_n \text{Mod}$, left adjoint to $S : \Sigma_n \text{Mod} \rightarrow \mathcal{F}$ (see paragraph [1.2.4]), is exact (dislike $S : \Sigma_n \text{Mod} \rightarrow \mathcal{F}$). This property holds because the $r$th homogeneous cross effect of a functor $F \in \mathcal{F}$ is identified with a direct summand of the module $F(K \oplus \cdots \oplus K)$ (cf. A.K. Bousfield [16], E. Friedlander and A. Suslin [27]). Since $K_s(I, P, S(P, V)) = S(K_s(I, P, P), V)$, the chain complex of $\Sigma_n$-modules $K_s(I, P, P)$ is associated to the functor $V \mapsto K_s(I, P, S(P, V))$ (cf. proposition [1.2.5]). The conclusion follows.

Part 6. Epilogue: partition posets

In this chapter, we go back to partition posets and we prove the theorem announced in the prologue. For that purpose, we consider the example of the commutative operad $P = \mathcal{C}$. On one hand, we identify the simplicial bar construction of the commutative operad with the normalized chain complex of the partition poset:

6.1. Observation. The simplicial bar construction of the commutative operad $N_s(\mathcal{C})(r)$ is isomorphic to the normalized chain complex $N_s(\tilde{K}(r))$ of the simplicial set $\tilde{K}(r)$.

PROOF. We recall that the $K$-module $\mathcal{C}(r)$ is 1 dimensional. Consequently, the tensor product $\tau(\mathcal{C})$ associated to a tree is a 1 dimensional $K$-module. Equivalently, we can omit labels of vertices in the definition of the bar constructions $B_s(\mathcal{C})$ and $\tilde{N}_s(\mathcal{C})$. To be explicit, the $K$-module $\tilde{B}_d(\mathcal{C})$ is spanned by abstract trees $\tau$ with $d$ vertices and the $K$-module $\tilde{N}_d(\mathcal{C})$ is spanned by abstract trees $\tau$ with $d$ levels.

We associate a sequence of partitions $\lambda_0 \leq \cdots \leq \lambda_n$ to each abstract tree with $n$ levels $\tau$. By assumption, the last partition $\lambda_n$ is given by the collection $\{1\}, \ldots, \{r\}$. If $i < n$, then we assume that the components of the partition $\lambda_i$, denoted by $\lambda^r_i$, are indexed by the vertices $v \in V_{i+1}(\tau)$ (which lie in level $i + 1$). We obtain the components of $\lambda_{n-1}$ by grouping the components of $\lambda_i$ according to the structure of the tree $\tau$. Explicitly, for $u \in V_i(\tau)$, we set $\lambda^r_{i-1} = \bigoplus_{v \in E(u)} \lambda^r_v$. Since the first level of $\tau$ is reduced to a single vertex, the partition $\lambda_0$ has a single component and is the initial object of the partition poset. Finally, our construction gives a map $N_s(\mathcal{C})(r) \rightarrow N_s(\tilde{K}(r))$ which defines clearly an isomorphism of chain complexes.

On the other hand, we recall that the Koszul dual of the commutative operad can be related to the Lie operad. More precisely, we have the following result, proved in [31] V. Ginzburg and M. Kapranov:

6.2. Fact. The Koszul construction of the commutative operad $\tilde{K}(\mathcal{C})$ has the module $\tilde{K}(\mathcal{C})(r)_* = \mathcal{L}(r)^\vee \otimes \text{sgn}$, in degree $* = r - 1$ and vanishes in degree $* \neq r - 1$. Dually, the Koszul construction of the Lie operad $\tilde{K}(\mathcal{L})$ has the module $\tilde{K}(\mathcal{L})(r)_* = \mathcal{L}(r)^\vee \otimes \text{sgn}$, in degree $* = r - 1$ and vanishes in degree $* \neq r - 1$.

Let us mention that the Lie operad $\mathcal{L}$ consists of free $\mathbb{Z}$-modules (cf. C. Reutenauer [71]).

Let us make explicit the presentation of the operads $\tilde{K}(\mathcal{C})^\vee$ and $\tilde{K}(\mathcal{L})^\vee$ which are dual to $\tilde{K}(\mathcal{C})$ and $\tilde{K}(\mathcal{L})$. For that purpose, we go back to the formulas of paragraph [5.2.7]. Since $\mathcal{L}(2)$ is the trivial representation of $\Sigma_2$, the $K$-module $\tilde{K}(\mathcal{C})(2)^\vee$ is generated by an operation $\ell' = \ell'(x_1, x_2)$ of degree $-1$ which verifies $\ell'(x_1, x_2) = \ell'(x_2, x_1)$. Then, one proves that the $K$-module of relations $R^\perp(3)$ is
generated by the composite element
\[ r'(x_1, x_2, x_3) = l'(x_1, l'(x_2, x_3)) + l'(x_3, l'(x_1, x_2)) + l'(x_2, l'(x_3, x_1)). \]

(We refer to V. Ginzburg and M. Kapranov [31] for details.) In fact, an algebra over this operad \( \overline{K}(\mathcal{C}) \) is equivalent to the suspension of a Lie algebra \( \Sigma G \). In particular, for free objects, one obtains readily the relation
\[ S(\overline{K}(\mathcal{C}) \), \Sigma V) = \Sigma S(\mathcal{L}, V). \]

To be explicit, if \( G \) is a Lie algebra, then the operation \( l' : \Sigma G \otimes \Sigma G \to \Sigma G \) associated to \( l' \in \overline{K}(\mathcal{C})(2) \) is determined by the composite map
\[ \Sigma G \otimes \Sigma G \xrightarrow{\cong} \Sigma^2(\mathcal{G} \otimes \mathcal{G}) \xrightarrow{|\cdot|} \Sigma^2 \mathcal{G}. \]

The relation above is equivalent to the Jacobi identity.

Similarly, the module \( \overline{K}(\mathcal{L})(2) \) is generated by an operation \( m' = m'(x_1, x_2) \) of degree \(-1\) which verifies \( m'(x_1, x_2) = -m'(x_2, x_1) \). One proves that the \( K \)-module of relations \( R^\perp(3) \) is generated by the composite element
\[ r'(x_1, x_2, x_3) = m'(m'(x_1, x_2), x_3) + m'(x_1, m'(x_2, x_3)). \]

In fact, an algebra over this operad \( \overline{K}(\mathcal{L}) \) is equivalent to the suspension of a commutative algebra \( \Sigma A \). In particular, for free objects, one obtains readily the relation
\[ S(\overline{K}(\mathcal{L}) \), \Sigma V) = \Sigma S(\mathcal{L}, V). \]

To be explicit, if \( A \) is a commutative algebra, then the operation \( m' : \Sigma A \otimes \Sigma A \to \Sigma A \) associated to \( m' \in \overline{K}(\mathcal{L})(2) \) is determined by the composite map
\[ \Sigma A \otimes \Sigma A \xrightarrow{\cong} \Sigma^2(\mathcal{A} \otimes \mathcal{A}) \xrightarrow{\Lambda} \Sigma^2 \mathcal{A}. \]

The relation above is equivalent to the associativity identity.

### 6.3. Koszul homology of Lie algebras

We observe that the Chevalley-Eilenberg homology of a Lie algebra is a variant of the Koszul homology theory introduced in paragraph 5.3.4. To be more precise, the construction of paragraph 5.3.4 gives a chain complex \( K_*(I, \mathcal{L}, \mathcal{G}) \) such that
\[ K_*(I, \mathcal{L}, \mathcal{G}) = S(\overline{K}_*(\mathcal{L}), \mathcal{G}) = \bigoplus_{r=1}^{\infty} (\text{sgn}_r \otimes \mathcal{G}^\otimes r)_{\Sigma_r}. \]

Thus, if the ground ring \( K \) is a field of characteristic \( p \neq 2 \), then we obtain exactly the (reduced) Chevalley-Eilenberg complex \( C_{CE}^*(\mathcal{G}) \). In the general case, the Chevalley-Eilenberg complex is given by the functor \( \Lambda(\overline{K}(\mathcal{L})) \) introduced in paragraph 1.2.12 (see also proposition 1.2.15). We have explicitly:
\[ C_{CE}^*(\mathcal{G}) = \Lambda(\overline{K}_*(\mathcal{L}), \mathcal{G}). \]

Similarly, we observe in proposition 1.2.16 that the free Lie algebra corresponds to the functor \( V \mapsto \Lambda(\mathcal{L}, V) \). Consequently, the Chevalley-Eilenberg complex of free Lie algebras defines a functor \( V \mapsto C_{CE}^*(\Lambda(\mathcal{L}, V)) \) such that
\[ C_{CE}^*(\Lambda(\mathcal{L}, V)) = \Lambda(\overline{K}_*(\mathcal{L}) \circ \mathcal{L}, V) = \Lambda_*(K_*(I, \mathcal{L}, \mathcal{L}), V). \]

The next assertion is classical.

### 6.4. Lemma

The Chevalley-Eilenberg complex of a free Lie algebra is an acyclic chain complex.
About the proof of lemma 6.4. Let us recall the arguments involved in the proof of lemma 6.4. We refer to the classical reference [45, J.-L. Koszul] for more details about the homology of Lie algebras. In this paragraph, we adopt the classical notation \( \mathcal{L}(V) \) for the free Lie algebra, \( \Lambda(V) \) for the exterior algebra, \( S(V) \) for the symmetric algebra and \( T(V) \) for the tensor algebra. First of all, we recall that the free Lie algebra \( \mathcal{L}(V) \) forms a free \( \mathbb{Z} \)-module (cf. C. Reutenauer [71]). By adjunction, the enveloping algebra of the free Lie algebra \( U(\mathcal{L}(V)) \) is isomorphic to the tensor algebra \( T(V) \) (cf. loc. cit.).

One observes that the Chevalley-Eilenberg complex with coefficients

\[
\mathcal{C}^{CE}_*(\mathcal{L}(V), U(\mathcal{L}(V))) = \Lambda(\mathcal{L}(V)) \otimes U(\mathcal{L}(V))
\]

forms an acyclic complex. For that purpose, one considers the filtration of the enveloping algebra \( U(\mathcal{L}(V)) \) which, according to the Poincaré-Birkhoff-Witt theorem, satisfies the relation \( S(\mathcal{L}(V)) = \text{gr}_* U(\mathcal{L}(V)) \). Then, we obtain a spectral sequence

\[
E^0 \Rightarrow H^{CE}_*(\mathcal{L}(V), U(\mathcal{L}(V))).
\]

such that \( (E^0, d^0) = (\Lambda(\mathcal{L}(V)) \otimes S(\mathcal{L}(V)), d^0) \) is the original Koszul complex (cf. J.-L. Koszul [45], see also [67, S. Priddy] and [60, P. May]). This chain complex is acyclic and the assertion above follows.

One can deduce from the vanishing result above that the Chevalley-Eilenberg homology verifies

\[
H^{CE}_*(\mathcal{L}(V)) = \text{Tor}^U_*(\mathcal{L}(V))(\mathbb{K}, \mathbb{K}) = \text{Tor}^T_*(\mathcal{L}(V))(\mathbb{K}, \mathbb{K}).
\]

In turn, it is not difficult to determine the modules \( \text{Tor}^T_*(\mathcal{L}(V))(\mathbb{K}, \mathbb{K}) \) (see for instance [49, J.-L. Loday]). In fact, the tensor algebra \( T(V) \) is an obvious example of a Koszul algebra (cf. S. Priddy [67]). Equivalently, we have a natural morphism of right \( U(\mathcal{L}(V)) \)-modules

\[
\epsilon : \Lambda(\mathcal{L}(V)) \otimes U(\mathcal{L}(V)) \to V \otimes U(\mathcal{L}(V)).
\]

According to the classical theory of Koszul algebras, the source and the target of this morphism are both acyclic chain complexes (see above). Consequently, we have an induced quasi-isomorphism

\[
\bar{\epsilon} : \Lambda(\mathcal{L}(V)) \to V.
\]

This proves lemma 6.4.

We deduce from lemma 6.4 that the Koszul complex \( K_*(I, \mathcal{L}, \mathcal{L}) \) is acyclic, because, as in the proof of proposition 5.3.5, the dg-\( \Sigma_* \)-module \( K_*(I, \mathcal{L}, \mathcal{L}) \) is associated to the functor \( V \mapsto \mathcal{C}^{CE}_*(\Lambda(\mathcal{L}, V)) \). Consequently, we obtain the following theorem:

6.5. Theorem. The Lie operad \( \mathcal{L} \) is Koszul. In particular, the comparison morphisms

\[
\bar{K}(\mathcal{L}) \to \bar{B}(\mathcal{L}) \to \bar{N}(\mathcal{L})
\]

are all quasi-isomorphisms.
6.6. Koszul homology of Commutative algebras. We observe that the Koszul homology of a commutative algebra coincides with the classical Harrison complex. In fact, the classical Harrison complex with trivial coefficients $C^{Harr}_\ast(A)$ is the indecomposable part of the Hochschild complex (cf. M. Barr [6], D. Harrison [37], J.-L. Loday [49]). Consequently, this chain complex is given by the dual $\mathbb{K}$-module of the free restricted Lie algebra (cf. C. Reutenauer [71]). According to proposition 1.2.16 we obtain exactly

$$C^{Harr}_\ast(A) = S(\bar{K}_\ast(C), A) = K_\ast(I, C, A).$$

As mentioned in the prologue, one observes that the Harrison homology of a symmetric algebra does not vanish in positive characteristic (cf. M. Barr [6], D. Harrison [37]). The same problem holds for a variant of the Harrison complex (cf. S. Whitehouse [86]). In fact, the calculations of P. Goerss (cf. [34]) prove that the André-Quillen homology (which is equivalent to the cotriple homology) can not agree with any variant of Harrison homology.

Nevertheless, by Koszul duality, we obtain:

6.7. Theorem. The commutative operad $C$ is Koszul. In particular, the comparison morphisms

$$\bar{K}(C) \rightarrow \bar{B}(C) \rightarrow \bar{N}(C)$$

are all quasi-isomorphisms.

About the proof of theorem 6.7. To be precise, we know from theorem 6.5 that the Lie operad $L$ is Koszul. By Koszul duality (cf. lemma 5.2.10), so is the operad

$$C' = \bar{K}(L)\vee = \bar{K}_c(L\vee).$$

We obtain the same result for the commutative operad $C$ because $C' = \bar{K}(L)\vee$ is essentially a suspension of $C$.

Theorem 6.7 can also be deduced from the work of A. Björner (cf. [14]). Namely, this author proves directly that the reduced homology of the partition posets $\hat{H}_\ast(\bar{K}(r))$ vanishes in degree $\ast \neq r - 1$. Consequently, in regard to the bar construction, we obtain

$$\hat{H}_\ast(\bar{B}_\ast(C)(r)) = \hat{H}_\ast(\bar{N}_\ast(C)(r)) = 0$$

if $\ast \neq r - 1$. This property implies immediately that the commutative operad is Koszul (cf. theorem 5.3.3).

Let us point out that the result of A. Björner reproves that the Lie operad consists of free $\mathbb{Z}$-modules. For that purpose, we recall that the module $\bar{K}(C)(r)$ is defined by the kernel of $\beta : \bar{B}_{r-1}(C)(r) \rightarrow \bar{B}_{r-2}(C)(r)$ and that the bar construction $\bar{B}_\ast(C)(r)$ forms a projective $\mathbb{Z}$-module, because the commutative operad $C$ is so. Since $C$ is Koszul (according to Björner’s theorem), the $\mathbb{Z}$-module $\bar{K}_c(C\vee)$, given by the cokernel of $\beta : \bar{B}_{r+2}(C\vee)(r) \rightarrow \bar{B}_{r+1}(C\vee)(r)$, is dual to $\bar{K}(C)(r)$ (cf. lemma 5.2.9). The assertion about the Lie operad follows, because one proves that this cokernel $\bar{K}_c(C\vee)$ is essentially a suspension of the Lie operad $L$ (see fact 6.2).

As mentioned in the prologue, we would like to point out that the generalized Koszul construction $P \mapsto K(P)$ allows to obtain the right homology modules for all partition posets considered by P. Hanlon and M. Wachs in [36] and related to generalized Lie algebra structures (see also A.V. Gnedbaye [32]).
6.8. On cofibrant resolutions of the commutative operad and $E_\infty$-algebras. We deduce some results about cofibrant resolutions of the commutative operad $C$ from theorem 6.7. Explicitly, if $Q = F(M)$ is a cofibrant quasi-free resolution of the commutative operad $C$ such that $M(0) = M(1) = 0$, then we have a quasi-isomorphism of dg-$\Sigma_*$-modules $M \sim \Sigma^1 K(C)$. Conversely, if we are given a resolution of $\Sigma^1 K(C)$ by projective $\Sigma_*$-modules, let $M \sim \Sigma^1 K(C)$, then we have a cofibrant quasi-free resolution of $C$ such that $Q = F(M)$ (cf. proposition 5.2.13). For instance, we can assume that $M(r) = \Sigma^1 K(C)(r) \otimes E(r)$, where $E(r)$ denotes the classical bar construction of the symmetric group $\Sigma_r$.

An algebra over a fixed cofibrant resolution $Q$ of the commutative operad $C$ is called an $E_\infty$-algebra. The augmentation morphism $\epsilon : Q \to C$ gives rise to a restriction functor $\epsilon^* : CAlg \to QAlg$ (see paragraph 2.1.8). Therefore, commutative algebras are $E_\infty$-algebras. In fact, the definition of an $E_\infty$-algebra is motivated by the following observations. Firstly, in positive characteristic, the dg-algebras over the commutative operad do not form a model category (see the argument given in paragraph 3.2.3) unlike algebras over a cofibrant operad. Secondly, cofibrant resolutions of the commutative operad have equivalent homotopy categories of algebras (see C. Berger and I. Moerdijk [13], V. Hinich [39], see also M. Spitzweck [80]).

6.9. On the category of $E_\infty$-algebras. In fact, the equivalence of homotopy categories can be generalized to any $\Sigma_*$-projective operad $E$ equipped with an operad quasi-isomorphism $E \sim C$ (see M. Mandell [50]). These are $E_\infty$-operads in May’s sense. As an example, we can consider the classical Barratt-Eccles operad formed by the bar constructions of the symmetric groups (cf. M. Barratt and P. Eccles [8], C. Berger and B. Fresse [12]). In this context, if $Q$ is a cofibrant resolution of the commutative operad $C$, then we have an operad quasi-isomorphism $\phi : Q \sim E$ which arises from the lifting diagram

\[
\begin{array}{ccc}
E & \sim & Q \\
\downarrow & & \downarrow \\
C & \sim & C
\end{array}
\]

One can prove that the derived extension functors $L\phi_! : \text{Ho}(QAlg) \to \text{Ho}(EAlg)$ and the restriction functors $R\phi^! : \text{Ho}(EAlg) \to \text{Ho}(QAlg)$ yield adjoint equivalences of homotopy categories (cf. [13]). In general, one has to introduce semi-model structures, because algebras over a $\Sigma_*$-projective operad do not form a model category in general.

6.10. On the homology of $E_\infty$-algebras. As $E_\infty$-algebras form a model category, there is a homology theory for $E_\infty$-algebras, called $\Gamma$-homology (cf. A. Robinson and S. Whitehouse [73], A. Robinson [74]), which can be defined as the classical Quillen homology in the category of simplicial commutative algebras (cf. D. Quillen [70]). Let us mention that $\Gamma$-homology of commutative algebras differs from Quillen homology (cf. loc. cit. and B. Richter and A. Robinson [72]).

According to A. Robinson (cf. [73]), the $\Gamma$-homology of a commutative algebra $A$ can be determined by a chain complex $C_\Gamma (A)$ such that

\[
C_\Gamma^r (A) = \bigoplus_{r=0}^{\infty} (\Sigma^{-1} K(C)(r) \otimes E(r) \otimes A^{\otimes r})_{\Sigma_r}.
\]
On the other hand, according to M. Kontsevich and Y. Soibelman (cf. [44]), there is a similar complex
\[ C_\Gamma^\Gamma(A) = \bigoplus_{r=0}^{\infty} (M(r) \otimes A^\otimes r)_{\Sigma_r}. \]
for any cofibrant quasi-free resolution of the commutative operad \( Q \) such that \( Q = F(M) \) (at least in characteristic 0). In some sense, the result of A. Robinson makes this construction explicit for a cofibrant quasi-free resolution \( Q = F(M) \) such that \( M(r) = \Sigma^{-1} K(C)(r) \otimes E(r) \).
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composition products of an operad, 1.1.4
connected operad, 1.1.6, 5.1.3
free operad, 1.1.9, 3.1.1, 3.3
Koszul operad, 5.2.8
Koszul resolution of an operad, 5.2.11
left module over an operad, 2.1.9
Lie operad, 1.1.11, 1.2.16
operad derivation, 3.1.5
operad ideal, 1.1.10
operad of trees, 3.4.2
partial composition products of an operad, 1.1.7, 1.1.8
quadratic operad, 5.2.5, 5.2.7
quasi-free operad, 3.1.7
quasi-free resolution of an operad, 3.2.5
right module over an operad, 2.1.5
weight graded operad, 5.1.2
projective
  projective $\Sigma_*$-module, 2.1.1
  $\Sigma_*$-module projective as a $K$-module, 2.1.1
quadratic operad, 5.2.5 5.2.7
quasi-free
  quasi-free left module over an operad, 2.1.11
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  quasi-free right module over an operad, 2.1.12
$\Sigma_*$-module, 1.2.1
  composition product of $\Sigma_*$-modules, 1.2.3 1.3.5 1.3.9 4.2
  connected $\Sigma_*$-module, 1.2.1
  functors associated to a $\Sigma_*$-module, 1.2.1 1.2.12
  projective $\Sigma_*$-module, 2.1.1
  $\Sigma_*$-module associated to a functor, 1.2.4 1.2.5
  $\Sigma_*$-module projective as a $K$-module, 2.1.1
  tensor product of $\Sigma_*$-modules, 1.2.3 1.3.3
suspension of a dg-module, 3.5.1
tree, 3.3.1
  composite tree, 4.4.1
  isomorphism of trees, 3.3.2
  levelization of a composite tree, 4.6.1
  operad of trees, 3.4.2
  quotient tree, 3.3.3
  reduced tree, 3.6.1
  subtree, 3.3.4
  tree with levels, 4.3.1
treewise tensor product, 3.4.3 4.3.2 4.4.2
twisting cochain, 4.5 5.3.1
weight
  weight graded operad, 5.1.2
  weight grading, 5.1.1
Notation

\( \mathbb{K} \) the ground ring, 0.1
\( V^\vee \) the dual of a \( \mathbb{K} \)-module, 0.1
\( \Sigma_r \) the symmetric group on \( r \) elements, 0.1
\( M^\vee \) the dual of a \( \Sigma_* \)-module, 0.1
\( S(P) \) the monad associated to an operad, 1.1.4
\( \tilde{P} \) the augmentation ideal of an operad, 1.1.6
\( F(M) \) the free operad, 1.1.9
\( \mathcal{C} \) the commutative operad, 1.1.11
\( \mathcal{A} \) the associative operad, 1.1.11
\( \mathcal{L} \) the Lie operad, 1.1.11
\( S(M) \) the coinvariant functor associated to a \( \Sigma_* \)-module, 1.2.1
\( \Lambda(M) \) the norm functor associated to a \( \Sigma_* \)-module, 1.2.12
\( \Gamma(M) \) the invariant functor associated to a \( \Sigma_* \)-module, 1.2.12
\( M \otimes N \) the tensor product of \( \Sigma_* \)-modules, 1.3.3
\( M \circ N \) the composition product of \( \Sigma_* \)-modules, 1.3.5
\( L \circ_P R \) the relative composition product over an operad, 2.1.7
\( \bar{L} \) the indecomposable quotient of a right module, 2.1.9
\( \bar{R} \) the indecomposable quotient of a left module, 2.1.9
\( d_\theta \) a derivation of a free right module over an operad, 2.1.11
or a derivation of a free left module over an operad, 2.1.12
or a derivation of a free operad, 3.1.6
or a coderivation of a cofree cooperad, 3.1.6
\( F^c(M) \) the cofree cooperad, 3.1.3
\( B_*(P) \) the reduced bar construction of an operad, 3.1.9
\( B^\vee_*(D) \) the reduced bar construction of a cooperad, 3.1.10
\( V(\tau) \) the set of vertices of a tree, 3.3.1
\( E(\tau) \) the set of edges of a tree, 3.3.1
\( I_v \) the entries of a vertex \( v \) in a tree, 3.3.1
\( \tau(M) \) the treewise tensor product, 3.4.3
\( B_*(L,P,R) \) the differential graded bar construction with coefficients, 4.1
\( C_*(L,P,R) \) the simplicial bar construction, 4.1.5
\( N_*(L,P,R) \) the normalized chain complex of the simplicial bar construction, 4.1.8
\( \tilde{N}_*(P) \) the normalized chain complex of the simplicial bar construction with trivial coefficients, 4.1.8
\( V_i(\tau) \) the set of vertices of level \( i \) in a tree with levels, 4.3.1
or the set of vertices of level \( i = l,p,r \) in a composite tree, 4.4.1
\( \tau(L,P,R) \) the treewise tensor product with coefficients, 4.3.2, 4.4.2
\( K_*(P) \) the Koszul construction of an operad, 5.2.3
\( K_*(L,P,R) \) the Koszul complex with coefficients, 5.3.1
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